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I. SUMMARY

The human brain is the most powerful adaptive network known to man. It is
responsible for human intelligence with operations involving automated image
recognition, speech, decision making and complex motor functions. The same
functions are the goal of artificial intelligence operations, robotics and the
like. 'Attempts to design machines to perform these functions successfully would
benefit from an understanding of how the brain has succeeded in doing so.

Both brain and machine depend on component operations. In the brain the
basic component is the neuron. Although little, as yet, is known of the rules
by which adaptive neural changes are brought about, experimental studies over
the past 15 years have uncovered direct evidence that such changes occur and can
be studied at the level of single nerve cells in the mammalian brain and in
simpler invertebrate systems (Alkon, 1979, 1980a,b, 1982; Carew et al., 1983;
Kandel, 1976; Kandel and Spencer, 1968; Woody, 1974, 1977b, 1982a,b; Woody and
Black-Cleworth, 1973).

Our studies have shown that single cortical neurons adapt in such a way as
to support learned behavior. What is particularly interesting to us is the
indication that purposefully complex, "lock and key" molecular cascades exist at
the level of single nerve cells to permit "successful" adaptations to occur.
"Successful" adaptations are defined as: (a) producing the desired alteration
of response to the appropriate input, (b) enduring over time, (c) not
interfering with other adaptations occurring for other purposes in the same
cell, and (d) not interfering with the main - throughput - message transfer
property of the nerve cell. The result of these adaptations is to support the
operation of a self-organizing information processing system with a high
success: error ratio and excellent survivability in the face of substantial
environmental change.

The nerve network and elements that were studied reflect a much different
design from that found in single elements of most artificial information
processing devices. Nonetheless, the design seems understandable in terms of
conventional information processing theory and in terms of conventional systems
analysis approaches. (For a brief summary of the latter see the enclosed
Appendix excerpted from a recent book of mine.)

Some of the complexities of these nerve cell adaptive operations are
exemplified by:

(a) A conductance decrease IPSP that we have found after PT
stimulation (this mechanism for altering neural excitability works in just
the opposite way from classical conductance increase mechanisms of PSP
generation),

(b) The fact that both a strong depolarization signal And the
availability of a calcium-activated protein kinase are needed to initiate
membrane responses to the latter agent measured in cortical neurons.

We think that we are now catching "glimpses" of some surprisingly
sophisticated ways in which cortical neurons adapt to support a whole range of
newly learned tasks, accomplishing the task at hand while maintaining the
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potential for accomplishing others. Changes in the excitability of cortical
neurons occur that lead to acquisition of the ability to perform specific motor
tasks in response to specific auditory stimuli. Rates of acquiring this ability
can be substantially increased by adding electrical stimulation of the
hypothalamus, associatively, to presentations of conventional conditioned and
unconditioned stimuli. Part of this acceleration of learning the motor response
may derive from recruitment of a nev performance pathvay - reflected in a longer
transmission latency for movement production. A long range goal of our research
is to understand how the system picks the "right" pathvay to give both
acceleration and the "appropriate" learned movement.

4
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II. STATEMENT OF WORK

Postaynaptic neural responses to stimulation of the pyrmidal tract and the
hypothalamus were studied in conjunction with responses to putative transmitters
and second messengers thought to contribute to development of conditioned
behavior and acceleration of the rate of acquisition of conditioned behavior.
Details are given in the progress report that follows.

Sixteen publications have resulted from research in the two year period of
this contract; see list of publications - Part IV.
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II. COMPRERHENSIVE PROGRESS REPORT - STATUS OF RESEARCH

May 1983 - May 1985

1. The rate of learnins a conditioned facial movement was areatlv accel-
erated by addins electrical stimulation of the hypothalamic region of the
brain to presentations of conventional conditioned and unconditioned stimuli.
Animals learned the CR after as few as ten instead of 1,000 or more pairings.
The learning that resulted was both associative and discriminative (Kim, Woody
and Berthier, J.. Neurohvsiol., 1983). That is, learning was induced by a
specific stimulus combination, the code depending on the order and interval of
presentation of the involved stimuli. The learned response was then elicitable
by a specific input signal. The pattern of cortical neuronal activity produced
by hypothalamic stimulation was predictive of loci of hypothalamic stimulation
that, when stimulated, would succeed in accelerating learning (Woody, Kim, and
Berthier, J. N uropyi., 1983). Further details are available below (p. 18
ff.). Part of the acceleration of learning the motor response may derive from
recruitment of a new performance pathway - reflected by a longer transmission
latency for movement production. 'f so, one would like to know how the systew
picks the "right" pathway to give both acceleration and the "appropriate"
learned movement. We would also like to know whether the hypothalamic
stimulation responsible for acceleration of learning is punishing or rewarding.
This may, however, be of less consequence in understanding what is going on than
would specifying the coded molecular interactions that occur between the
chemical(s) released by hypothalamic stimulation and other chemicals capable of
modifying the transfer properties of the nerve cells. It is these interactions
that we think are primary in controlling the potentiation of conditioning that
we have observed.

2. Effects of L-Glutamate and L-Glutamic Acid Diethvl Ester (GDEE) were
studied in neurono of the motor cortex that resuonded with short-latency
discharge to hvuothalamic stimulation. (Short-latency activation of these
neurons by hypothalamic stimulation was predictive of loci of stimulation within
the hypothalamus that could accelerate rates of acquisition of the facial CRs
described above.) Extracellular recordings of unit activity were made from
cells of the motor cortex of awake cats during extracellular iontophoresis of 1
M monosodium glutamate. Twenty four of the cells (861) shoved an increased
firing rate in response to application of glutamate. Eight cells that
demonstrated short-latency (less than 20 msec) activation in response to
hypothalamic electrical stimulation were tested with iontophoretic application
of glutamate. Seven of these cells shoved an increased firing rate in response
to glutamate. Six of these cells were then tested with hypothalamic stimulation
after extracellular iontophoretic application of 0.5 M GDE (a glutamate
blocker). The short-latency response to hypothalamic stimulation was suppressed
in four and reduced in one of these cells. These findings, though preliminary
in number, suggest that some cells of the motor cortex that respond to
hypothalamic stimulation can be activated by glutate and that the
short-latency response to hypothalamic stimulation can be suppressed by
extracellular application of a glutamate blocker. Glutamate or some of its
chemical analogues such as N-acetyl-aspartyl-glutamate or N-ethyl-D-aspartate
may be involved in the mechanism supporting accelerated rates of conditioning.
(Cooper and Woody, S Neurosci. Abstr., 9:330, 1983)
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3. Because of the above findings. attempts were made to condition increased
activity to click in single cortical neurons of avake cats usinl glabella taD
and iontonhoreticall, annlied alutamate. (Woody, Oomura, et al, Soc. Seurosci.
Abet., 1984.) Averages of click-evoked activity were compiled from single units
(n - 104) of the motor cortex before and after ten serial presentations of click
plus glutamate (c + g), click plus glabella tap plus glutamate (c + t + g),
glutamate plus click plus glabella tap (g + c t) and, in other cells (n - 20),
after click plus glabella tap plus chloride (c + t + Cl-). Unit activity was
recorded through the same electrodes used to apply 0.5 N glutamate or 1.5 M Cl-
extracellularly (90nA, 300 ms). Mean peak responses to click > 3 ad above mean
baseline levels of activity were found only during the initial ten click

presentations and after the ten presentations of c + t + g. Some units
responsive to click could be found within each group of cells tested. Among the
responsive cells, responses to the ten "test" clicks were largest after
presentation of c + t + g, with or without subtraction of mutual baseline
activity. All but one of the cells responding after c + t + g showed increased
activity in response to glutamate. Our results show that application of
glutamate after click-CS and tap-US can produce effects on cellular activity
resembling those found after adding HS to the same CS and US. This evidence
also favors the hypothesis that glutamate or a glutamate-like chemical is
released at these cortical neurons by HS and that the resulting increase in
activity contributes in some way to the rapidity of conditioning.

4. Denolarization-induced effects of intracellularlv ainplied calcium-cal-
modulin-detendent protein kinase were studied in neurons of the motor cortex
of awake cats. Intracellular iontophoretic application of
calcium-calmodulin-dependent protein kinase (CaPK) was followed by a 30 sec
period of steady depolarization (1.0 nA). These cells showed an increase in
input resistance in comparison with a control group of fifteen cells given
depolarization only, without application of CaP (Fig. 1). Post-iontophoretic
measurements of input resistance in cells given CaPK alone were not increased,
nor was input resistance increased in cells given equivalent negative currents
through electrodes containing only KC1. A detailed comparison of results in
experimental and control neuronal populations is given in Fig. 1. The results
indicate that intracellular injection of calcium-calmodulin-dependent protein
kinase, followed by depolarization and depolarization-elicited impulse activity,
transiently increases input resistance of neurons of the motor cortex of cats.
Depolarization-induced discharge was needed to change the membrane response of
cortical neurons to acetylcholine or cyclic GMP from a transient to a persistent
one (cf., Woody et al., 1978). An analogous increase of input resistance can be
produced in the Type B photoreceptor of HeJmissens. by applying protein kinase
and sufficient depolarization paired with light to increase calcium conductance
and internal calcium concentration. It appears that some of the same control
mechanisms responsible for elaboration of associatively induced behavioral
changes in Herissenda may be operative in neurons of the cat motor cortex that
support the performance of the learned motor tasks that we are studying (Woody,

Alkon and Hay, Brain Res., 1984).
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Figure 1. A) Resuls of intracellular injection of Ca -calmodulin-dependent
protein kinase (Ca. -CAMdPK) followed by application of depolarizing current.
Input resistance: (i and iv) - before protein kinase injection; (ii and v) =
after protein kinase injection; (iii and vi) - immediately after subsequent
depolarization. (i, ii, and iii) show the maintenance of bridge balance to null
out changes in electrode resistance. In A (ii) the bridge is slightly out of
balance. An increase in resistance is seen in iii and vi. Calibrations are as
indicated below and to the right of this portion of the figure. 12 ms applies
to both time calibrations and the 20 mV calibration applies to all records.
(The tops of the spikes are cut off.) B) Bar graphs of average change in input
resistance before and after protein kinase plus depolarization in responsive
cells (MK + DP), after protein kinase only (PK only), after depolarization alone
(DP only), and after passage of negative current, i.e., hyperpolarization,
without iontophoresis of protein kinase (KC1 HP). Standard errors of the means
are shown for each different group of cells.
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5. Anatomical and Phvsiological studies of intracellularl, recorded neurons
of the motor cortex of conscious cats were made in conjunction with intracellular
iniections of HRP (e.a.. Fis. 2). Stable recordings characterized by action
potentials of amplitudes smaller than the recorded resting potentials were
correlated with recoveries of injected dendrites. Penetrations with dendritic
recoveries had higher input resistances than did those with recoveries of both
somas and dendrites. Increases in spike height during pressure injection were
greater in recordings with dendritic recoveries than in recordings with
recoveries of both somata and dendritic processes (Woody et al., J
Seurophysiol., 1984).

Additional studies assessed possible injury arising from cell penetrations.
The response of penetrated neurons to repeated click stimuli was compared with
that of unpenetrated (extracellularly recorded) units of the same cortical
region. Responses obtained from penetrated neurons were separated into 4 groups
according to the size of the recorded action potential. The magnitude of the
response to click was much the same in cells with action potentials ranging
between 50 - 60 mV, 40 - 50mV, and 30 - 40 mV. The magnitude was slightly
greater in the group with action potentials ranging between 20 - 30 mV (suggest-
ing some slight depolarizing injury to some of these cells). The response
profiles were comparable to those of extracellularly recorded units (Woody et
al., .L. Neuroghvsiol., 1970; Woody and Engel, _J_ Neuronhvsiol., 1972). Studies
using K+ ion sensitive microelectrodes indicated that "intracellular" recordings
were in fact made intracellularly. It appears that whatever injury arose from
the penetrations of these cells was minimal and was not sufficient to impair the
ability of most cells to respond with spike activation to natural stimuli such
as weak click (Woody et al., J. Neurophysiol., 1984).

6. Effects of local increases in membrane resistance on current spread in
cortical vramidal cell dendrites were explored using a passive cable model for
determining the transient potential in a dendritic tree of known aeometrv. The
morphology was obtained from a montage composed of photomicrographs taken at
different, overlapping areas within serial sections of an HRP-injected, layer V
%W-rmidal cell of the cat motor cortex. A passive cable model which could

determine the transient potential in dendritic trees of arbitrary geometry was
used to examine the efficacy of different loci of increased membrane resistance
for given loci of current injection. The model used the passive cable equation
(cf., Rall, 1962) to express the potential for each interbranch segment of the
dendritic tree. By matching boundary conditions at branch points and termina-
tions, a system of equations was readily obtained for the Laplace transform of
the potential at the ends of each segment. The inverse transform could then be
quickly computed for any arbitrary time point. Since only one equation was re-
quired for each interbranch segment, this approach used far fewer equations than
the compartmental approach. Using this model it was found that an increase in
membrane resistance in the region immediately proximal to the point of current
input was more effective in increasing soma potential than an increase in a
comparable membrane area of a more proximal dendritic region. Under certain
circumstances a distal increase in membrane resistance could be more effective
than a comparable proximal increase depending on the locus of current injection
and the morphology of the dendritic tree. Tests with this model support the
view that increases in membrane resistance could produce the increases in neural
excitability found in these cells after conditioning and could account for the
increase in activity of these neurons in response to the auditory CS (Holmes and
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Woody, Soc. Neurosci. Abstr., 1983, 1984).

N : 60mV
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-20 -10 0 10 20 mV
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Figure 2. Electrophysiological data obtained a vivo from the HRP-injected
pyramidal cell shown to the lover right. Tops of spikes elicited by
depolarizing pulses are cut off.
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7. Current-voltate relationshins of Dericruciate cortical neurons of awake
cats were studied in vivo. Current pulses ranging from + 4nA and of 30-500 ms
duration were injected in 17 pericruciate neurons in order to investigate their
current-voltage relationships. An active bridge circuit was used to inject the
current pulses. It was important that the circuit be accurately balanced so
that the measurements would not be distorted by changing electrode resistance.
Therefore, an algorithm based on the method of Takeuchi et al., 1981, was used
to balance the bridge circuit automatically. It required only that the
electrode time constant be much shorter than the cell time constant. Current
monitor and intracellular voltage records were A/D converted and analyzed (using
a threshold detection method) to determine the time of current pulse onset and
offset. The intracellular voltage record was sampled just before pulse onset
and just after charging of the electrode (i.e., about 50-100 usec after pulse
onset), the difference in the two measurements being the magnitude of bridge
imbalance. This difference was then subtracted from the voltage trace for the
duration of the current step, and the data D/A converted and displayed oscillo-
graphically. The slope of the IV plot in the hyperpolarizing region was taken
as the best estimate of input resistance. It averaged 9.1 megohms across the 17
neurons. The cells had a mean resting potential of 62 mV, and a mean action
potential height of 59.6 mV. Rectification was not detectable in the range of +
0.5 nA current injection in 94% of the cells (Berthier and Woody, Soc. Neurosci.
Abstr., 1983).

8. Effects of PT stimulation on PSP nroduction were studied in intracell-
ular recordinzs from 62 cells of the motor cortex of awake cats. (Woody, et al,
Brain Res., 1985). Of these cells, 10 shoved an IPSP that decreased with
hyperpolarization and, in 5 of the 10 cells, the IPSP was reversed with
additional hyperpolarizing current. In 9 of the cells, it was possible to
measure a decrease in resistance at the time of the IPSP. This IPSP has been
recognized previously by other investigators and is thought to reflect an
increase in chloride conductance. In 30 of the remaining cells, a quite
different IPSP was found during the same 35-120 msec period following PT
stimulation. In each of these cells, the IPSP increased in size with the
application of hyperpolarizing current and could not be reversed with
hyperpolarization. With depolarizing current the IPSP decreased in size. The
resistance was measured at the time of the IPSP by comparing the magnitude of a
continuously repeated (20 ms on, 20 msec off) bridge pulse during the IPSP with
that prior to the PT shock that elicited the IPSP. An increased resistance was
found to accompany the IPSP. Conductance decrease IPSPs were seen in these
cells irrespective of whether antidromic spikes were produced by PT stimulation.
Conductance decrease IPSPs have been reported previously (Siggins et al, 1971;
Engberg and Marshall, 1971; Smith and Weight, 1977), but not in neurons of the
motor cortex. (PT stimulation is an effective US in producing conditioned
behavior [O'Brien et al., 19771.)
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9. Cybernetic considerations relevant to a theoretical approach to
analysis of neuronal adaptation in a nerve network, excerpted from a book on
Memory. Learnina. and Higher Function by Dr. Woody, are enclosed as an Appendix.
Some aspects of that material may be summarized as follows:

An adaptive system can be described, cybernetically, as a system that
modifies its internal structure as a function of experience, thereby altering
the system operation. Ordinarily, the system operation will become increasingly
optimized, by means of feedback, in the approach to some operational goal. In
this context goal-seeking will be the process by which the component or adaptive
element moves toward or maintains a particular system state. A key feature of
any adaptive system will be the features controlling the adaptation. The
control sub-system may or may not require associated memory. If so, the memory
may evolve in a trivial or non-trivial fashion, with or without variation in the
original set point. Control of goal-seeking may be expected to be accomplished
by means of feedback. The latter will ordinarily involve some closed-loop
operations. Interestingly, a great many psychophysiological formulations of
adaptive neural systems have neglected to specify closed-loop operations by
which such feedback could be accomplished as opposed to open-loop operations
which do not lend themselves to modification of the involved element as a
consequence of the element's past adaptation (cf., Kandel and Spencer, 1968).

Physiologically, many adaptive cellular systems lend themselves to
closed-loop goal-seeking processes. These range from biochemical feedback loops
(within the metabolic context of the cell itself) to recurrent collateral
systems with relatively direct feedback as well as indirect feedback through
more extensive polysynaptic networks (cf., Rasmussen and Goodman, 1977;
Phillips, 1974). At the level of cellular components in the brain, there exist
several candidate mechanisms for the control of neural adaptation:

i) The "Yin-Yang" hypothesis has been advanced in which so-called
excitatory and inhibitory neurotransmitters could control closed-loop
goal-seeking adaptations depending upon neuronal conductance changes by means
of intracellular second messengers such as cyclic AMP and cyclic GMP. The
cyclic nucleotides are thought to interact reciprocally to facilitate either
excitatory or inhibitory effects (Bloom, 1975, 1976; Goldberg et al., 1973).

ii) The principle of voltage-dependent control of neuronal spike
activity is well established. The possibility arises of voltage dependent
induction or potentiation of cyclic nucleotide release as well as the
likelihood of coupled sodium or potassium-calcium channels with
voltage-dependent features (Loewenstein, 1975; Lux and Eckert, 1974; Heyer
and Lux, 1976a,b).

iii) Entrainment, i.e., the production of multiple spike discharges
encroaching upon relative refractory periods, might furnish a chemical signal
for cellular mechanisms controlling neural adaptation, particularly after
associative stimulus pairings as in conditioning. In cortical neurons,
entrainment is probabilistically an uncommon event in contrast with PSP or
spike production, etSe, resulting from natural auditory stimuli which serve
as CS's in Pavlovian blink conditioning (Woody et al., 1970; Engel and
Woody, 1972). Other evidence (Woody et al., 1976) indicates that entrainment
might interact with acetylcholine or cyclic GMP to control aspects of
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persistent adaptation in mammalian cortical neurons.

The practical significance of using a closed-loop cybernetic approach to

understand cellular adaptation, even at the biochemical level, is just beginning
to be re-evaluated and appreciated. For example, the following is excerpted

from a review article by Rasmussen and Goodman (1977).
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Systems of this type are of course restricted in the type of operations
they can perform and the geometric patterns that can be recognized. For
example, such systems cannot compute connectedness of geometric figures, whereas
they can compute convexity and related processing operations of the type called
local or conjunctively local by Minsky and Papert. Humans may not be able to
compute some forms of connectedness either:

e.g.:

The possibility exists that modification of Uttley's algorithm can result
in the introduction of a self-classifying input. By self-classifying input is
meant an input of particular functional significance which is identifiable,
within the adaptive element, by means of its stochastic pattern of appearance
alone. Moreover, this stochastic pattern need not unduly disrupt the overall
function of the adaptive element's operation.

The informon model of an adaptive neural element (Uttley, 1976)
incorporates classifying inputs, closed-loop feedback concerning the operational
state of the element, and an appreciation of goal-seeking in the algorithm
regulating useful adaptation. Several constraints are particularized that are
critical if the informon is to successfully discriminate one input from another.
These are a) the algorithm by which the weightings of synaptic inputs are
altered, b) the need to achieve system normalization through negative (not
positive) feedback of information regarding the current system state, and c) the
need for a classifying input to distinguish or identify which input signal is
the particular signal to be discriminated. Tests of this model have found that
each of these constraints is required for the element to adapt usefully.
Synaptic weighting is altered according to the Shannon mutual information
function between certain synaptic inputs in combination with closed-loop
negative feedback reflecting the element's internal state. In summary, it would
appear that there are empirical as well as theoretical reasons why "smart"
adaptive elements need to incorporate goal-seeking as well as closed-loop
feedback into their design.

In some adaptive networks, input analysis, i.e., the processing of
sensory-labelled information (cf., Nountcastle, 1974), is explicable in terms of
the group invariance theorem of Minsky and Papert. This theorem permits
analysis of operations, such as the geopmetry of certain sensory image
processing, by algebraic means instead of statistics and thereby reverses a
trend in this field. The group invariance theorem examines the relationship

INC,%~



PAGE 15

between all possible receptor activations (all sets of sensory labels) and their
representation across the theoretical space of an adaptive network, given
certain architectural constraints. This result is a description of an orderly
relationship in which no matter how complexly the network is organized, the
space required for a particular sensory labelling can be specified. In suamary
form, the group invariance theorem states that if:

11 G is a finite group of transfortloos of a finite space R;

ii) I is a set of predicates on R closed under G;

Iill) jis in L (E) and invariant under G.

Thi tihme x is3 a li near representation of

ftor whi Ch the COft # i CientsA~e depend anlIy on the G-equ 1Yale nce clIass of fthat is

Itfvd 9 'rhen,6 7 . s47'

L jls the sol of all Predicates for which 'is a Iinear threshold function with

respect to f V and a predicate is a function that has 1"a possible values. i.e.

a binary fjncTion.

Vis a inear threshold function with respect tolCy ' L 0)), if 'tmere

ax I its a number and a set of numbe rs .0( 5 one for each i n such that-

Research supported by AFOSR (1978-1982)

1. The samwlina distribution of neurons obtained by our intracellular.
cortical recordinm procedure was investiaated. The sample of HRP-identified
neurons was found to be essentially equivalent to that seen in-situ (determined
from Golgi-stained sections of these cortical regions). Seventy percent (70%)
of penetrations were of cells in layers III and V, and 70% of the penetrations
were of pyrmidal shaped cells. There was a slight tendency to over-sample
neurons with extensive dendritic arborizations. Samplings of every major
morphologically identified in-situ neuronal type were obtained by our
electrophysiological procedures (Sakai et al., Brain Res., 1978).

2. The response prouerties of penetrated neurons to injected Polarizina
currents were investizated and found to be normal. The accommodative response
to ramp depolarizing currents was assessed; most responses were of the simple
type rather than ceiling or minimal gradient, (cf., Koike et al., Exp. Br. Res.,
1968a,b). Normal I-V plots and input resistance were also obtained. Several
lines of evidence suggested that many cortical neurons have dendrites that do
not support active propagation of action potentials and, instead, serve the
integrative process of neuronal information handling (Woody and Gruen,
Braiios, 1978).
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3. In-vitro calibrations of pressure microiniection technioues were
obtained. Controlled release of 100 femtoliter volumes was demonstrated. A
number of other laboratories are adopting this technique for testing local
biologic effects of pharmacologic agents (cf., Sakai et al., Neuronharmacoll,
1979).

4. Preliminary evaluations of effects of acetylcholine (ACh) and cyclic
GNP (cGP) on cortical neurons were comyleted. These agents appear to have
similar effects on input resistance, ACh acting extracellularly on cell surface
receptors (of muscarinic type), cGNP acting intracellularly. The input
resistance is increased transiently by the effect of these agents alone and
persistently by application with cell depolarization sufficient to produce
repeated discharge (Woody et al., Brain Res., 1978).

It appears that neurotranmaitters act in a dual manner in these cells, as
in others, to convey information. One action, the direct "neurotransmitter
effect", serves primarily to transmit information through the cell. The other
action, the "modulatory effect", serves to control adaptation as a function of
the information transmitted. The two actions are kept separated in the.
time-frequency domain by different time courses of involved biochemical
pathways; (cf., Klopf, A.H., Brain Function and Adaptive Systems -- A
Heterostatic Theory, AFCRL Dept., H133, 1972).

A third variable, depolarization included discharge, serves to make the
adaptation persistent rather than transient.

5. In a simulated neuron, consequences of propagative vs. non-nrostative
dendritic membranes on information transfer were studied. With low rates of
current spread, graded changes in threshold produced graded changes in output
discharge. With high rates of current spread, the neuron became a bistable
(decisional) operator where spiking was enhanced if the threshold was below a
certain level and suppressed if above that level. The enhancement was
considerably more pronounced in neurons with non-propagative than with
propagative dendrites. With propagative dendrites a less intense input was
needed to initiate somatic spiking (Levine and Woody, Biol. Cybernetics, 1978).

6. Studies of the ability to mornholonicallv identify tvues of neurons
respondint to cholineric aaents were conducted usina aceclidine. a cholino-
mietig, Similar increases in input resistance were obtained with this

* drug as with ACh and the effects could be blocked by atropine (a muscarinic
receptor blocker). One of the cells responding to aceclidine with an increased
resistance was identified by injection of URP as a pyramidal cell of layer VI
(Swartz et al., Proc. West. Pharm. S9c., 1978).

7. Effects of acetvlcholine (ACh) and cyclic GMP (cGMP) on input resis-
tance were studied in rouos of mornhologically identified neurons. HRP was
pressure injected into the cells after studying the effects of ACh. cGMP was
also applied intracellularly by pressure injection. Pyramidal cells of layers V
and VI responded to these agents with increases in resistance. The responsive
neurons included those of layer V activated antidromically by PT stimulation.
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A comparison of the results of pressure injected cGMP with those of
intracellularly iontophoresed cGMP showed similar changes in resistance, but the
increase in firing rate after the hyperpolarizing iontophoresis did not occur
after pressure injection. The results suggest that cGMP and acetylcholine
produce similar effects in similar neurons of the motor cortex, the primary
effect being a conductance decrease. The increase in firing rate following
application of acetylcholine appears to be a separate effect of this agent,
apart ftom that supported by cGMP as a second messenger. This effect may arise
from excitation of surrounding neurons presynaptic to the one recorded or from
other, direct conductance effects of acetylcholine binding at the neuronal
receptors. (Swartz and Woody, J.*.. ril., 1979; Woody et al.,
Soc. Neurosci. Abstr., 1979).

8. Effects of low freauency PT stimulation on cortical neural excitability.
Antidromic stimulation of the pyramidal tract has been used successfully as a US
to produce conditioned learning (O'Brien et al., 1977). Effects of low
frequency 4-6 Rz PT stimulation (stereotax. coord.: F 3.5, L 4.0, R 4.5) on
cortical neurons were investigated. Cortical cells activated antidromically
responded predominantly with reduced excitability to intracellularly applied
current. Cortical cells activated transsynaptically responded with increased
intracellular excitability. Those cells failing to respond showed no change in
excitability during the 5-15 minutes tested. (Tzebelikos and Woody,
Brain Res. Bull., 1979).

9. The effects of US presentations on rates of dischar2e and excitabilitl
to weak extracellular current were studied in single units of the motor cortex.
(Brons, Woody and Allon, J Neurophvsiol., 1982). The excitability to weak
(nA) extracellular electrical stimulation was measured among single neurons of
the pericruciate cortex of awake cats as a function of behavioral state. Levels
of neuronal excitability were compared I) after classical conditioning of a
facial movement, 2) during extinction of the conditioned response, and 3) during
unpaired presentations of conditioned and unconditioned stimuli (CS and US).

Neurons projective to facial muscles via polysynaptic corticofugal pathways
showed decreased levels of excitability to weak extracellular stimulation
following conditioning with forward pairing of the CS and US, extinction with
backward pairing of the stimuli, and presentations of the US alone. These
changes in excitability were attributable solely to the effects of US
presentation and were not distinguishably different during either conditioning
or extinction of the behavioral response. Small decreases in rates of
spontaneous firing were found to accompany the decreases in neural excitability.

The data support the conclusions that significant nonassociative changes in
neural excitablility occur during conditioning and extinction due to
presentations of the unconditioned stimulus. These changes support latent
inhibition, behaviorally, and the mechanism of these changes is different from
that of changes in postsynaptic excitability found, after conditioning, by
intracellular stimulation of similiar cortical neurons (Woody, Fed. Proc.,
1982). The increased excitability to intracellular currents facilitates
performance of the specific type of motor response that is acquired and is also
latent, awaiting a command signal that will cause the response to be initiated.
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Further details about studies of rapid learning.

The rapidity of acquisition of conditioned motor responses was determined
after adding hypothalamic stimulation to click CS and glabella tap US. Our
analyses showed a two order-of-magnitude acceleration of the rate of acquisition
of a blink response over that achieved by pairing the same CS and US without
hypothalamic stimulation (Kim, Woody and Berthier, J. Neurophvsiol., 1983).
Changes in the patterns of activity of single units of the motor cortex were
isomorphic with the development of the conditioned response (Woody, Kim and
Berthier, . Neurohysiol., 1983).

Additional findings were obtained following completion of the following
computer programs.

Computer Program

The program consists of three functional units: stimulus presentation and
data collection, histogram generation and display, and behavioral analysis and
data storage. Conditioned (CS), unconditioned (US), hypothalamic (ES),. and
discriminative (DS) stimuli are presented in a timed sequence for ten second
trials of adaptation, conditioning, extinction, or delayed HS paradigms. Timing
of stimuli can be generated spontaneously for on line experiments or
synchronized to an analog tape pulse for analysis of prerecorded data. During
each trial, five seconds of ENG data encompassing all stimuli are sampled at 2
as intervals from the left and right orbicularis oculi and levator oris. Eight
histograms are generated from the data and displayed four each on Mime 100 and
VT105 video terminals. The histograms are averages of three trials and are
normalized to the tallest bin. The Mime 100 histograms are 400 ms displays
encompassing the CS-US period for each EG. The VTI05 histograms can be
dynamically modified by keyboard codes which can center histograms around any
stimuli for any EIG and display from 100 to 1600 as of data.

The computer detects conditioned EMG responses using the criteria that 3
consecutive samples in the current trial plus 1 of the 2 previous trials plus
the average of those 3 trials must exceed 5 standard deviations above the mean
of spontaneous activity sampled for 400 as before the CS. The response must be
detected between 100 ms after the CS and 20 as before the US. If a response
based on these criteria is found, the three trials are individually stored on
disc while no response results in three trials being averaged before disc
storage.

Results

The results of training cats with click CS, tap US, hypothalamic
stimulation (HS), and an added hiss DS are shown in Figure 3. They indicate
that, with this paradigm, discriminative responses to the CS are acquired within
9 trials. The rate of acquisition is two orders of magnitude faster then when
HS is omitted and permits intracellular recording from cortical neurons while
learning takes place. The latencies of the CRs range between 100 and 300 is.

Additional effects on conditioning of adding hypothalamic stimulation (HS)
to classical application of CS (click) and US (glabella tap) have also been
examined:
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a. Learning in animals given stimulation at effective hypothalamic loci was
compared with failure to learn in animals given stimulation at ineffective
hypothalamic loci. Figure 4 shovs some effective and ineffective loci
(Kim, Woody and Berthier, . Neurophvsiol., 1983).

b. Patterns of cortical unit response to hypothalamic stimulation may be
predictive of an effective locus of hypothalamic stimulation for producing
enhanced rate of learning. Patterns of activity such as those shown in
Figure 5 have been seen with effective hypothalamic stimulation (Woody,
Kim, and Berthier, . Neurohysiol., 1983).
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Figure 3. Raipiditv of Conditioning and LAtency of CR's

Development of ENG responses of different latencies to CS (Solid line) or DS
(Dashed line) in 8 cats during conditioning. Responses were defined as ENG
responses of greater than 5 ad above the pre-CS (spontaneous) mean. During
training, C~s increased with trials reaching asymptote (74% CRs) within 9
trials, Responses vere classified into four windovs (0-80 as, 101-200 me,
201-260 as, 261-300 us; top to bottoma, respectively). Cats made more responses
to the CS than DS when responses of greater than 101 as were analyzed. During
extinction cats made more responses to the CS than to the DS, but by the ninth
trial of extinction there was little responding to either the CS or DS.
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Figure 4. Loci of Brain stimulation

Filled stars represent hypothalamic sites, stimu~lation of which produced rapid
~acquisition of discriminative eye-blink CRs at over 90% performance level. The
~sites of stimulation that resulted in discriminative M~s being performed less

, consistently are represented by filled circles. Behaviorally ineffective sites
of stimulation are indicated by filled triangles.

Abbreviations: Cd, caudate nucleus; Ch, optic chiasm; CI, internal capsule;
. fornix; GP, globus pallidus; Lgr lateral hypothalamus; Th, thalamus; TO,

optic tract; V , ventromedial hypothalamic nucleus.
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Figure 5. Responses to hypothalamic stimulation (*is first of four electrical
pulses) of two (A and B) UP-injected pyramidal cells of the cat motor-sensory
cortex.
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8. Woody, C.D. Studies of Pavlovian eyeblink conditioning in awake cats. In:
Proceedings SL h Conference n tha eu igy Iu Learning and

7 Memory. G. Lynch, J. McGaugh, and N. Weinberger (Eds.). Guilford Press,
New York, 1984, pp. 181-196.

9. Woody C.D., Gruen, E., and McCarley, K. Intradendritic recordings from
neurons of motor cortex of cats. J- Neurophysiol. 51:925-938, 1984.

10. Woody, C.D., Oomura, 7., Gruen, B., Miyake, J., and Nenov, V. Attempts to
rapidly condition increased activity to click in single cortical neurons of
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glutamate. Soo. eeurosci. Abstr, 10:25, 1984.

11. Birt, D., and Woody, C.D. Intracellular consequences of US presentations in
cells of the motor cortex of cats. Soc. Neurosci. Abate. 10:794, 1984.
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12. Holmes, W.R., and Woody, C.D. Some effects of tonic afferent activity on
input from individual synapses as modeled in a cortical pyramidal cell of
known morphology. Soc. Neurosci. Abstr. 10:1073, 1984.

13. Woody, C.D., Alkon, D.L., and Hay, B. Depolarization-induced effects of
intracellularly applied calcium-calmodulin dependent protein kinase in
neurons of the motor cortex of cats. Brain Res. 321:192-197, 1984.

14. Aou, S., Woody, C.D., Oomura, Y., Nishino, H., and Lenard, L. Effect of
hypothalamic stimulation on intracellular neuron activity of motor cortex
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15. Aou, S., Woody, C.D., Oomura, Y., and Nishino, H. Effects of reward-related
hypothalamic stimulation on neuron activity of the motor cortex in the
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1985.
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Publications Supported by Earlier AFOSR Research (1976 - 1982)

1. Woody, C.D. Alterations in neuronal excitability supporting sensorimotor
integration. Proc. Intl. Union Phvsiol. Sci. 12: 604, 1977.

2. Sakai, M., Sakai, H. and Woody, C. Identification of intracellularly
recorded neocortical neurons by intracellular pressure microinjection of
horseradish peroxidase (HRP) and in vivo biopsy. Fed. Proc. 36: 1294, 1977.

3. Woody, C.D. If cyclic GMP is a neuronal second messenger, what's the
message? In: Cholineri Mechanisse and Psvchopharmacologv, D.E. Jenden,

(Ed.). Plenum, New York, 1977, pp. 253-259.
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acetylcholine (ACh) and Cyclic GMP (cGMP) on input resistance of
neocortical neurons of awake cats. Proc. Intl. Union Physiol. Sci. 13: 820,
1977.
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neurons by pressure microinjection of horseradish peroxidase and recovery
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6. Sakai, M., Sakai, H. and Woody, C.D. Sampling distribution of
intracellularly recorded cortical neurons identified by injection of HRP.
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7. Woody, C.D. A possible role for cyclic GMP (cGMP) as an intracellular
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Central Nervous Sye, R.W. Ryall and J.S. Kelly, Eds. Elsevier/North
Holland, Inc., New York, 1978.
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microinjection technique. Western Nerve Net Abel., 1978.(c)

9. Sakai, M., Sakai, H. and Woody, C. Sampling distribution of morphologically
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properties of intracellularly recorded neurons in the neocortex of awake
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11. Sakai, M., Swartz, B.E. and Woody, C.D. Controlled microrelease of
Oxpharuacologic agents: measurements of volume ejected in vitro through
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membranes on the transfer properties of a simulated neuron. Bioia
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15. Tzebelikos, E. and Woody, C.D. Intracellularly studied excitability changes
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16. Swartz, B.E. and Woody, C.D. Correlated effects of acetylcholine and cyclic
guanosine monophosphate on membrane properties of mmmalian neurocortical
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morphologically identified mammalian, neocortical neurons to acetylcholine
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18. Kim, H-J. and Woody, C.D. Facilitation of eye-blink conditioning by
hypothalmic stimulation. Soc. Neurosci. A 5: 319, 1979.

19. Brons, J. and Woody, C.D. Changes in responsiveness to glabella tap among
neurons in the sensorimotor cortex of awake cats. Soc. Neur9$ci. Abstr. 5:
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20. Sakai, H. and Woody, C.D. Identification of auditory responsive cells in the
coronal-pericruciate cortex of awake cats. J. Neurophsiol. 44: 223-231,
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23. Brons, J.F. and Woody, C.D. Long-term changes in excitability of cortical
neurons after Pavlovian conditioning and extinction. [. Neurolhyuiol. 44:
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24. Woody, C.D. and Gruen, E. Effects of cyclic nucleotides on morphologically
identified cortical neurons of cats. Proc. Int. Union Physiol1 Sci. 14:
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25. Woody, C.D., Ribak, C.E., Sakai, M., Sakai, H., and Svartz, B. Pressure
microinjection for the purposes of cell identification and subsequent

ultramicroscopic analysis. In: Current Trends in Morpholoaical Technigues.
Vol. II (Ed. J.E. Johnson, Jr.), CRC Press, Inc., 1981.

26. Woody, C.D. Studies of conditioning and other forms of adaptation in the
mammalian CNS, In: Cellular Analogues of Conditioning and Neural Plasticity
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27. Berthier, N.E., Betts, B., and Woody, C.D. Rapid conditioning of eyeblink
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28. Brons, J., Woody, C.D., and Allon, N. Changes in the excitability to weak
intensity electrical stimulation of units of the pericruciate cortex in
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29. Woody, C.D. Acquisition of conditioned facial reflexes in the cat: cortical
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30. Berthier, N.E., Betts, B., and Woody, C.D. Discriminative conditioning of
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31. Bindman, L., Woody, C.D., Gruen, E., and Betts, B. PT stimulation produces
conductance IPSPs in neurons of the motor cortex of cats.
Soc. Neurosci. Abstr. 8:540, 1982.

32. Wallis, R.A., Woody, C.D., and Gruen, E. Effects of intracellular pressure
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33. Woody, C.D. (Ed.) Conditioning: Renresentation of Involved Neural Functions.
Plenum Press, New York, 1982.

34. Woody, C.D. Neurophysiological correlates of latent facilitation. In: Woody,
C.D. (Ed.) Conditioning: Renresentation of Involved Neural Functions.
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35. Woody, C.D. Memory. Learninn. and Hither Function. Springer-Verlag, New
York, 1982.
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CURRICULUM VITAE

Name: Charles Dillon Woody

Education:

1957 - A.B. Princeton University
1962 - M.D. Harvard Medical School (Magna Cua Laude)

Positions Held:

1977 - Professor, Anatomy, Psychiatry and Biobehavioral Science, UCLA

1983 (summer) Distinguished Visiting Professor, National Institute for Basic
Biology, Okazaki, Japan

1982 (summer) Research Scientist, Marine Biological Laboratory, Woods Hole,
Massachusetts

1976 - 1977 Associate Professor in Residence of Anatomy and Psychiatry,
University of California at Los Angeles

1971 - 1976 Associate Professor in Residence of Anatomy, Physiology, and
Psychiatry, University of California at Los Angeles

1968 - 1971 Research Officer (permanent), Laboratory of Neural Control,
INDS, NIH, Bethesda, Maryland

1967 - 1968 Harvard Moseley Fellow with Dr. Jan Bures, Institute of
Physiology, Czechoslovakian Academy of Sciences, Prague,
Czechoslovakia

1964 - 1967 Research Associate, Laboratory of Neurophysiology, NUff, NIB,
Bethesda, Maryland

1963 - 1964 Research Fellow in Neurology, Harvard Medical School, Resident
in Neurology, Boston City Hospital, Boston

1962 - 1963 Intern in Medicine, Strong Memorial Hospital. University of
Rochester, Rochester, New York

1960 - 1961 NIR Post-sophomore Research Fellow at Stanley Cobb Laboratory,
Massachusetts General Hospital, Harvard Medical School, Boston

1959 (mmer) Research Assistant, Communications Biophysics Group,
Massachusetts Institute of Technology, Cambridge, Massachusetts
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Honorg and Fellowshins:

Leon Resnick Prize for promise in research, Harvard Medical School, 1962
Moseley Fellowship (Harvard Medical School), 1967-1968
Nightingale Prize (Biol. Engug. Soc. and Internat. Fed. Med. Biol. Engug. for

best paper - International Journal: Med. Biol. Engng. 1966-1968) 19
Honorary Members Pavlovian Institute, U.S.S.R., 1972
Representative of Society for Neuroscience to Phvsiological Reviews, 1974-198D
Member, Brain Research Institute, and Mental Retardation Research Center, UCLA.
Member, Neuroscience Committee supervising the UCLA Medical Center Graduate

Program in Neuroscience
Ding Fellowship (Natl. Acad. Sci.) - Visiting scientist to USSR and

Czechoslovakia, 1972
Chairman, Session on "Brain and Behavior", FASEB Annual Meeting, 1973
Chairman, Session on "Behavior and Conditioning", international Congress of

Physiological Science, Now Delhi, 1974
Invited Research Scientist and Lecturer at Kyoto University Primate Center,

Japan; sponsored by Japan Society for the Promotion of Science, 1975
Chairman, Session on "Behavior and Neuroethology.", FASUB Annual Meeting, 1977
Invited Panelist, Session on "Association Systems and Sensorimotor Integration",

International Physiological Congress, Paris. 1977
Chairman, Session on "Neurotranositters", Soc. for Neuroscience, October, 1979.
Exchange Fellowship (National Academy of Science), Prague, 1979.
Consultant to Publications Committee, hAmerican Physiologic Society, 1980.

.~..~ Grant Proposal Reviewer, NSF, NIB, ADANKA NIME
Consultant Biopsychology Study Section, NINE, 1981
Chairman,' Session on "Learning and Memory" Society for Neuroscience, October,

1903
Distinguished Professor, National Institute for Basic Biology, Japan, 1983

Editorial Service and Research Consultinf:

Member, Editorial Board, PhJazjjgigjg Reviews 1974-1980
Editor, Sie ReseahchReports, UCLA Brain Information Service
Member, Editorial Board, Brai Rsearch Bulletin
Member, Editorial Board, Neuroscience and Beai. .Ehzsio..
Member, Board of Editorial Cmntators, Curren Coimentazr Ua kkhaxigralid

fis Scene
Reviewer for: BEG. Clin. Neurophysiol., Phvsiol.-Behav.,

j. Com, Phvsiol.--PsychoL., Bes. Bil.jL, J. Neurophlsiol., Exiiere Negrol.,
Aruin. 111., Exy, Brain Res.2 Sciences Grant Proposals for National Science
Foundation and MN.

Site Visitor at Irvine Medical Center for Extramural Research Branch NIAAA
Reviewer, National Institute of Mental Health, Basic Psychopharmacology and

Neuropsycho logy Research Review
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Recent Publications

Brons, J.F. and Woody, C.D. Long-term changes in excitability of cortical
neurons after Pavlovian conditioning and extinction. J. Neurophysiol.
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Springer-Verlag, New York, 1982, pp. 1-483.

Kim, E.H.-J., Woody, C.D., and Berthier, N.E. Rapid acquisition of conditioned
eye blink responses in cats following pairing of an auditory CS wi-th
glabella tap US and hypothalamic stimulation. J. Neurophvsiol. 49:767-779,
1983.

Woody, C.D., Kim, E.H.-J., and Berthier, N.E. Effects of hypothalamic stimu-
lation on unit responses recorded from neurons of sensorimotor cortex of
awake cats during conditioning. J. Neurovhvsiol. 49:780-791, 1983.

Allon, N., and Woody, C.D. Epileptiform activity induced in single cells of
the sensorimotor cortex of the cat by intracellularly applied scorpion
venom. Exper. Neurol. 80:491-497, 1983.

Woody, C.D. The electrical excitability of nerve cells as an index of learned
behavior. In: Princeton Symposium on "Primary Neural Substrates of Learninz
and Behavioral Chanze". D. Alkon and J. Farley, (Edo.). Cambridge
University Press, Cambridge, 1984, pp. 101-127.

Berthier, N.E., and Woody, C.D. An essay on latent learning. In: The Neuro-
psvcholotv of Memory. N. Butters and L.R. Squire (Eds.). Guilford Press,
New York, 1984, pp. 504-512.

Woody, C.D. Studies of Pavlovian eyeblink conditioning in awake cats. In:
Proceedings of the Conference on the Neurobiology of Learning and Memory.
G. Lynch, J. McGaugh, and N. Weinberger (Eds.). Guilford Press, New York,
1984, pp. 181-196.

Woody C.D., Gruen, E., and McCarley, K. Intradendritic recordings from
neurons of motor cortex of cats. J& Neurophysiol, 51:925-938, 1984.

Woody, C.D., Alkon, D.L., and Hay, B. Depolarization-induced effects of
intracellularly applied calcium-calmodulin dependent protein kinase in
neurons of the motor cortex of cats. Brain Res. 321:192-197, 1984.
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Aou, S., Woody, C.D., Oomura, Y., Nishino, H., and Lenard, L. Effect of
hypothalamic stimulation on intracellular neuron activity of motor cortex
in awake monkeys. Neurosci. Letter Suppl., 17:s60, 1984.

Swartz, B.E., and Woody, C.D. Effects of intracellular antibodies to cGMP on
responses of cortical neurons of awake cats to extracellular application of
muscarinic agonists. Exv. Neurol. 86:388-404, 1984.

Woody, C.D., Bindman, L.J., Gruen, E., and Betts, B. Two different mechanisms
control inhibition of spike discharge in neurons of cat motor cortex after
stimulation of the pyramidal tract. Brain Res. 332:369-375, 1985.
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CURRICULUM VITA

Name: Nahum Allon

Present Address: Israel Institute of Biological Research
Ness Ziona 70450 ISRAEL

1963-1966: Military Service as an officer

1967-1970: B.Sc. in Biology, Tel Aviv University

1970-1973 "Studies on venom synthesis, secretion and injection in
viperid snakes" M.Sc. thesis under the supervision of
Prof. E. Kochva, in the Department of Zoology, Tel Aviv
University

197-1979: "Neural activity in the medial geniculate body of
squirrel monkey (Saimiri sciureus) in response to
auditory stimuli" Ph.D. thesis under the supervision
of Dr. Z. Wollberg in the Department of Zoology, Tel
Aviv University

- 1979-1982 Assistant Research Psychophysiologist
Neuropsychiatric Institute, UCLA
Supervisor: C.D. Woody, M.D.

1983- Israel Institute of Biological Research

Recent Research: 1. Changes in excitability of units in cat pericruciate
cortex to weak extracellular stimulation during
conditioning

2. The ionic mechanism underlying the excitation of
cells in the motor cortex by weak extracellular
currents

PUBLICATIONS:

Allon, N. and Kochva, E. (1972) Amount of venom injected into mice and rats by
Vipers nalaestina in a single bite. Am. Zool. 12:685.

Kochva, E., Oron, U., Bdolah, A., and Allon, N. (1972) Regulacao da secrecao e
injecao de venamo em sepentes viperideos. Simposio: "Aplicacao de venenos
das serpentes em Problemas de Farmacologia e Bioquimica cellular". Ribeirao
Preto S.P. Brazil.
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Allon, N. and Kochva, E. (1974) The quantities of venom injected into prey of
different sizes by Vipera palaestina in a single bite. J. ExV. Zool.
188:71-76.

Kochva, E., Oron, U., Bdolah, A., and Allon, N. (1975) Regulation of venom
secretion and injection in viperid snakes. Toxikon 13:104.

Allon, N. and Wollberg, Z. (1978a) Superior colliculus of squirrel monkey:
Responses of single cells to auditory stimuli. Abstract presented in the
Israel Society of Physiology and Pharmacology.

Allon, N. and Wollberg, Z. (1978b) Responses of cells in the medial geniculate body
(MGB) of squirrel monkey to auditory stimuli. Neurosci. Ltrs. SuDyl. 1:52.

Allon, N. and Wollberg, Z. (1980) The response properties of cells in the medial
geniculate body (MGB) of awake squirrel monkey to species specific
vocalization. Soc. Neurosci. Abstr. 6:333.

Allon, N., Yeshurun, Y., and Wollberg, Z. (1981) Responses of single cells in the
medial geniculate body of awake squirrel monkey. Ex. Brain Res.
41:222-232.

Yeshurun, Y., Allon, N., and Wollberg, Z. (1981) A computer aided simulation of an
electrode penetration into deep brain structures. Computers and Biomed.
Res. 14:19-31.

Brons, J.F., Woody, C.D., and Allon, N. (1982) Changes in the excitability to weak
intensity extracellular electrical stimulation of units of the pericruciate
cortex in cats. J. Neurophvsiol. 47:377-388.

Allon, N., and Woody, C.D. (1982) Initiation of paraoxysmal depolarization shifts
in single cells of the sensorimotor cortex of awake cats by scorpion venom
(Centruroidgs sculpturatus). Soc. Neurosci, Abstr. 8:101.

Allon, N., and Woody, C.D. Epileptiform activity induced in single cells of the
sensorimotor cortex of the cat by intracellularly applied scorpion venom
(Centruroides sculpturatus). E Neurol., 1983, in press.

M. ~* *... ---. -S. .



PACE 40

CURRICULUM VITAE

Name: Shuji Aou

Present Adress: Department of Biological Control System, National
Institute, Physiological Sciences, Hyokaiji, Okazaki
444, JAPAN

Education:

1977 - M.D. (Medical B.S.)
Faculty of Medicine, Kyushu University

1982 - Ph.D. (Doctor of Medical Science)
Faculty of Medicine, Kyushu University

Positions Held:

1982- Research associate, Department of Biological
control system, National Institute for
Physiological Sciences, Okazaki

1983- Instructor (part-time), Department of Physiology,
Nihon University School of Medicine, Itabashi,
Tokyo

1984- Instructor (part-time), Department of Physiology,
_ Faculty of Medicine, Kyushu University, Fukuoka

Prfesn kohgiu:

Member, Japan Physiological Society
Member, Society of Psychosomatic Medicine, Japan
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Recent-Publications

Aou, S., Ooinura, Y., Nishino, H., Ono, T., Yamabe, K., Sikdar, S.K., and
Noda, T. Functional heterogeneity of single neuronal activity in the monkey
dorsolateral prefrontal cortex. Brain Res. 260:121-124, 1983.
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catecholamines on reward-related neuronal activity in monkey orbitofrontal
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Aou, S., Oomura, Y., and Nishino, H. Influence of acetycholine on neuronal
activity in monkey orbitofrontal cortex during bar press feeding task.
Brain Res. 275:178-182, 1983.

Inoue, M., Oomura, Y., Nishino, H., Aou, S., Sikdar, S*K., Hynes, M.,
Mizuno, Y., and Katafuchi, T. Cholinergic role in monkey dorsolateral
prefrontal cortex during bar press feeding task. Brain Res. 278:185-194,
1983.

Roni, T., Kiyohara, T., Oomura, Y., Nishino, H., and Aou, S. Unit activity in
the monkey orbitofrontal cortex during thermoregulatory and feeding
behaviors. JL Physiol. Janpan 45:594, 1983.

Aou, S., Oomura, Y., Lenard, L., Nishino, H., Minami, T., Misaki, H., and
Inokuchi, A. Behavioral significance of monkey hypothalamic
glucose-sensitive neurons. Brain Res., in press.

Aou, S., Woody, C.D., Oomura, Y., Nishino, H., and Lenard, L. Effect of
hypothalamic stimulation on intracellular neuron activity of motor cortex
in awake monkeys. Neu][osci. Letter Sunnl. 17:s60, 1984.

Mou, S., Woody, C.D., Oomura Y., and Nishino, H. Effects of reward-related
hypothalamic stimulation on neuron activity of the motor cortex in the
monkey. Soc Neurosci. Abstr. 10:312, 1984.



PAGE 42

Curriculum vitae, Tamas Bartfai

1966-1971 Graduate studies at E*tvos Lordnd University,
Faculty of Natural Sciences, in Chemistry,
physics and mathematics

1971-1973 Graduate studies in biochemistry at the
Department of Biochemistry, University of
Stockholm.

1973 Ph.D. in biochemistry: (Thesis: Mathematical mo-
deling in enzyme kinetics; Steady state kinetic
model of glyoxalase I).

1973- Teaching at the Department of Biochemistry,
University of Stockholm.

1975 Docent in Biochemistry

Professional experience

1963-1970 Research associate at the Central Research
Institute for Physics, Budapest.

1970 Mathematical modeling for the Bureau of Chemical
Engineering, Budapest.

1972-1973 Instructor in Biochemistry, Stockholm.

1973 Lecturer in Biochemistry. (Teaching on graduate
courses General Biochemistry, Enzymology,
Neurochemistry).

1974 (June, visiting scientist at Hadassah Medical School,
August) Jerusalem, in Professor Shimon Gatt s laboratory.

1976 Jan- Visiting Assitant Professor at Yale University,
1977 June Medical School, Department of Pharmacology in

Professor Paul Gre.engarrd's laboratory: Research
and teaching.

1977 July Appointed as senior lecturer or "tenured Assoc.
Professor" in the Department of Biochemistry,
Arrhenius Laboratory, University of Stockholm.
Chairman Professor Lars Ernster.

Invited symposia lecture were given:

LinderstrUm-Lang Conference 1974, Oslo, organizer Dr. E. Kvamme.

Choiinergic Meeting 1977, La Jolla, organizer Dr. D.J. Jenden.
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International Congress of Neurochemistry, Copenhagen, 1977.

Cyclic Nucleotides and CNS, Treverro, Italy, 1977.

Int arnational symposium on Cholinergic Mechanisms 1980, Florence,
Italy.

Meeting of European Society for Neurochemistry, Catania, 1981.

Symposium on Peptides in the CNS, Weizmann Institute, 1981.

Symposium on Cholinergic Mechanisms at the Council of Europe,
Strassbourg, 1982.

European Symposium on Cell Regulation, Strassbourg, 1983.

Meeting of the International Society for Neurochemistry,
Vancouver, 1983.

"On Neural Substrates of Conditioning", Symposium in Woods Hole,
1983.

Seminars:

Hadassah, Dept. of Biochemistry, Jerusalem.
Weizmann Institute, Rehovot
Yale University, Dept. of Pharmacology
Harvard University, Dept. of Neuroblology
Columbia University, Section of Neurobiology
UCLA, Dept. of Pharmacology
Ciyt of Hope
Tel Aviv University, Dept. of Biochemistry
NIH, Preclinical Pharmacology
Rockefeller University
University of Maryland
Marine Biological Station, Woods Hole
Mario Negri Institute, Milan

Served as a teacher on the courses in Neurochemistry organized by
*the European Molecular Biology Organization.

Awards:

1966 Eotvbs Prize in Chemistry
1976 European Molecular Biology organisation long term fellow-

ship
1977 Liljevalch's Jr. Stipend
1978 Ekstroms Stipendium
1982/83 Fellowship from the University of Stockholm for research

for senior lecturers.
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Research support:

Swedish Medical Research Council
Swe.dish Cancer Society
Nattonal Institute of Mental Health, Bethesda
Swedish Board for Planning Research

Letters of recommendation could be obtained from Professor Lars
Ernster, Department of Biochemistry, Arrhenius Laboratory, 106 91
Stockholm, Sweden. Professor Paul Greengard, Department of
Pharmacology, Yale University Medical School, Cedar str 333, New
Haven, Conn 06510, USA. Professor Shimon Gatt, Department of
Biochemistry, Laboratory of Neurochemistry, Hadassah Medical
School, Hebrew University, Jerusalem POB 1172, Israel.
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RECENT PUBL[CATIONS

I. Bartfai, T., Nordstrom, 0., and Tjornhammar, N.L. Cyclic guanosine
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Excerpted from Memory, Learning. and Hither Function by Charles D. Woody
Springer-Verlaq, New York, 1982_.

Chapter 7
Cybernetics: A Means for Analysis of
Neural Networks

ne7*. deopment of the srej'iaicl theor *v of comvcnnis a kmnw;
I the histoly of, communication thecory. Our prinay concern in a con-
mainicatioll or control problem it rte flow of messages. Since the cenitro
Met in die siatwtica th eoa a that mcss:qcs and noise should be consied
as rardor' ph~enomena. the hieory incorporates probabia theory aid gen-
smlized jarmonic aznalysis in irs foburda~on.

(Y..W. LAM, 1960)

Commonsense approaches to an understanding of "higher function" are use-
ful but, as we have seen, are basically introspecive. Such a-proaches could be
ill advised if used analytically because of their intrinsic suscep tib il-ty t o errors,
particularly those of the type ilustrated in Fig. 6.6. Other, more objective
means must be found to analyze the complex integrative functions of neural
networks. As our knowledge of anattomically and physiologically based mem-
osy and learning advances, so must our expression of this knowledge. The
farm of this improved expression is likely to be mathematical and as speciffic
as expression of our modem knowledge of genetics and the genetic codes.
The purpose of this chapter is to explore some of the forms that are likely to
serve for expression of our knowledge of memory and learning.

Analysis of large populations of neurons can, in principle, be approached
from the same standpoint as analysis of numerically small reflex networks.
The analysis requires application of system s approaches fromn engineering
disciplines plus consideration of the limiting physioloci: constraints that
apply to each system analyzed. In addition, since large populations of neurons
deal substantially with the processing of information, their overall analysis
requires concepts from information theory.

This concluding chaptier examines possible means for analyzing complex
systems using mathemnatics, eneineering, and physics. The approach is called
systems analysis, but when applied to adaptive systems, it is more properly
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Constraints 323

tasmed cybernetics, the analytic science that deals with the control of infor-
mation processing in man and machine. By using the techniques described
herein, a rigorous analysis can be made of linear information processing
systems and, perhaps, of some nonlinear systems as well [582,583,1086].
Some reflexes within the brain can be assumed to behave as a linear system
and can be investigated by linear systems analysis (429,11231. Such an
analysis, though properly applicable only to theoretical systems meeting strict
statistical criteria, still provides the most useful beginning toward a rigorous
analysis of complex nerve networks. It simplifies the complexities of the net-
works, leads to formulations of the transforms of given inputs into particular
outputs, and generates more precise transforms than those presently existing.

A few suitable models of information transfer in the brain have been de-
veloped that are amenable to mathematical analysis (cf. 18-22,366,838441,
883,1033-10381. The most elegant of these deals with image recognition, i.e.
the transmission and processing of sensory labeled messages arising at the
receptors. Minsky and Papert (6721 have transformed certain problems of
image recognition into problems of geometry-a transformation that elegantly

simplifies many problems of analysis. Then, they have devised a theorem, the
Group Invariance Theorem, that provides a general analytic solution for one.
set of the geometry. In application, the Group Invariance Thcorem (p. 388)
adequately describes the geometry of sensory reception for the components
of two specific models of elements of an image recognition network, the per.

*, ceptron and the informon. In these models, as in thg brain itself, line labeling
appears to be the key to following the flow of information through its com-
plex transformation from seniory input into motor output. Ftowgraphs and
linear systems analysis are also helpful in this regard.

Each of these analytic approaches properly begins by considering known
constraints on the system to be analyzed. Therefore, before discussing the
models and their analysis, some constraints on information processing that
any useful model of brain function should satisi), will be considered.

Constraints

me Constants of Neural Information Flow

How rapidly can information be transmitted and processed within the CNS?

Condiction Tune and Tmnsmission Deay
As noted earlier in Chapter 2, the raw of nerve conduction is a function of
fiber size, with large axons conducting more rapidly than small axons. Trans-
mission of an electrically propagated impulse along a neuron may proceed as
rapidly as 160 m/sec in the dorsal spinocerebeilar tract of the cat (3691 or as
slowly as 0.5 m/sec in the finest. unmyelinated axons of the spinohalamic
system [6931. Thus, while it could take as little as 2 msec ror propnoceptive
information concerning hindleg position to reach the cerebetlum of the cat
(a distance of about 320 mm), it could take as long as 640 msec for infor-

L t 4- 4-
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Automata Design

L Recaptats

IL Spatial signal-serfal procossor-tomporal code

ASB d
atd1 l--(A)

A, t-d ( D)

B, 0 D-
/id d

81 ea Bu 0hew
I % elements:

-------- 0clock 0 A

In. Spatial! signal-parallel processof-Spatlal code

el- 3. 08 3:

A.8 AB 1381 Discriminates S, but not Ak D

of 1a 1A ' Z0 2

BI0 r-, Discriminates A, B, D and survives

__ __ _ __ _ __ __ _ __ _ d:- ablation of any 1 of 3 inputi to &I

aI" Discriminates A, S, D and survves
ablation of any 1 of 3 1nOuts to Al
andlor 82

Fig. 7.5. Examples of the components of different automata. L Receptor ti.-
inents common to each example. The uppermost of the four elements is re-
ceptive to (and intersected by) the letters A and B but not D. The lowest ele-
ment it receptive to B only. The receptrivity of the remamning two elements is
as indicated. If-IV. Automata with different network architec~ures: 11. serial
dine dependent. 11. para~llel percep~ron, IV. parallel pandemonium. In II three
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IV. Feature weighting and analysis plus feedback control

ffeedback 
control

'Pandentonium"

V. Feature detection and evolution

13 1 Cognitive (1j" or integrative It

~. J~ j~~J Data analyzers, a. with feature weighting (4)

&is s2. 13,.. wre vauious analytic operators: Selection Is based on
e.g., temrplate mazching. summing. the sum W, of the
differentiatinmg. etc. weightings i1f Of the @

Individual features analyzed

different coded out puts of the decisional element, d, are shown to the right.
Below. die ambiguity of this coding is illustrated when its beginning in time is
uncertain. In III changing e, the number of inputs required to fire the second
order elements. changes thme discr'iminative property of the network as dil-
cussmed in the textand summarize d in the dieagram to the right. In IV. a ariation
on UrI inroduces feature detection (e.g.. summation, filtering. etc.) as well as
feedback control (heavy dashed linel into the circuit. A version of IV it

* shown below (V) in which details have been intserted after Selfridge's pande-
monium (8831. Selection of evaLtsation of the indiridual demons for permu-
tation it based on Wi. the sum of the weightings, X j of the indiridual feature

The illed circles represent serial time delay elements. The elements comn-
prised by dashed lines represent a clocking mechanism that keeps track of
time* following presentation of the stimulus pattern at the receptors.
Depending on which receptor is activated. a time coded signal l-., -1., or
-1 will be generated at the decision-making element, d. Note that if track
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is not kept of time (see Fig. 7.5, 1I, lower right), the code becomes am-
bigUouL Though the example is oversimplifed. it is quite representative of
the type of processing that is widely used in digital computers.

The term parallel processing was originally used to designate performance
of the same processing operation by more thtan one channel at % time. The
purpose was to support majority logic and redundant signal processing as dis-
cussed earlier.Multiplexed. parallel processing resembles much of the process-
ing done by the brain. In the example shown in Fig. 7.5, 111, the second-order
elements receive redundant messages and parallel processing is used to gener-
ate a "decisional" output at element "'d". As can be seen, this type of pro-
cessing has remarkable sorting or discriminative properties when adaptation is
introduced.

If each of the second order elements in Fig. 7.5 I is set to fire when three
inputs are received (3/3), the network will distinguish B, but not A from
D, L.e, at (fires) - B. If the *threshold" is reduced to discharge upon re-
ception of two inputs (2/2), the network will then discriminate A, B. and
D. An A will be designated by no disch;rge, a B by discharge of both
elements, and a D by discharge of the lower element, L-., a " A (or
nothing presented), a1a2 a B, 'La2 - D. Moreover, the network will
continue to function despite destruction of any one of the three input
lines to the upper element.

Although one must beware of making exact transpositions between
mechanical and physiologic models, many of the same, general theoretical
considerations concerning learning, memory, and even higher function apply
to machines as to physiologic systems. The mahines give us a physicai model
which is more accessible to analysis and is more easily studied. Three machine
automata stand out from the others in providing uisightful models of learning
operations, component interactions, and the constraints thereof. They are the
perceptron, pandemonium, and the informon.

Perceptron
The perceptron represents an early attempt by Rosenblatt and colleagues to

develop a learning automaton based on their conceptions of brain orgardza-
tion [838-8411. In this device, the components consist simply of modifla-ble
elements and their interconnections. As shown in Fig. 7.26, a is the sum of
the components ;(X, each weighted by *,. When the weightings are modifed
(&a), the system can adapt to distinguish a particuiar input, identified when

is ; some predetermined value, 9.

S,(7.2)

where &a reflects adaptation.
The example of parallel processing (Fig. 7-5, 111) can be viewed as a per.

ceptrdn by making d = Z and considering at and a2 as hawing weighted inputsIdepending on the threshold settings, Oa-
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In such systems, the performance of pattern recognition can be adaptively
improved with relatively simple algorithms of element modification as illus-
trated in Fig. 7.5 (additional algorithms are listed on p. 395). Although this
can be done among elements with radomly organized connections, as the
original perceptron demonstrated, a more efficient operation will be provided
by a nonrandomly organized network. Thus, the organization oi the adaptive
network may become a critical variable in the learning operations that ara
performed by such a system.

Pandemonium

An example of a nonrandomly organized automaton is pandemonium of
Oliver Selfridge [883]. Its organization is hierarchical, being characterized

.by multiple layers supporting different operations as shown in Fig. 7.5, IV
and V. The initial layer again consists of simple receptor or data collecting
elements, termed data demons by Selfridge. The second layer consists of
specialized analyzers or computational demons. They process incoming data
-by stereotyped procedures such as matched filtering,.surnmation, or differen-
tiation. The third layer consists of inte&.-ators or copnitive demons. They inte-
grate weighted inputs from various computational demons. Finally, a decision
maker or "decision demon" selects the loudest or most active cognitive
demon(s) and by its (their) identity gives priority to a se!ected set of receptors.

Within this hierarchy, adaptation occurs according to rules of reinforce-
ment specified in :eTrms of the effectiveness of each element in performing the
selected recogi.tion task. Elements which are more contributory to succeisfui
image recognition are positively reinforced by increasig their weighting. Ele-
ments which are less contributory are eliminated. Permutations of the anaiy
tic algorithms of successful elements are generated to repace those of unsuc-
cessful elements. Hill-climbing techhniques are used to secure :ontinued im-
provements of the adaptations with extensive attention paid to the problem
of avoiding false peaks.

Several insights into adaptive information processing are provided by pan-
demonium. Pandemonium is characterizedas a chaotic operaton with demons,
subdemons, and sub-subdemons shrieking thei outputs, 3dapting, deciding,
md sometimes evolving. However, the chaos turns out to be more orderly than
expected. All the anluiyc functions ane particulanzed and are. to a sipnficant
degree, predetermined. Despite the peat detee of adaptability within the
hierarchy, the hierarchy is relatively Bxed. The reason for this is that, al-
though the adaptability permits evolutio. it is along a predictable pathway,
md occurs within a parucular hierarchy. (This feature appears to have led
this particular automata to a paructidarty tenacious pursuit of f"se peaks
during hill-,imbing adaptive operauons.) Differences in the design of the
hierarchy selected for Pandemoruu--i versus that shown in F;2. 3.42 may
therefore be of some consequence. Tb. abuity to switch between elements
may need to be matched by an abbry to switch between hierarchies.

'% I: ~** %%w'-~-'. -~,;* ~ ~ . *\*
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Infonnon

The inforynon model of Uttley [1033-10381 takes a somewhat different
approach to the design of an automaton, concentrating on improving the
construction of the fundamental adaptive element itself. The basic informon
consists of a single element with multiple inputs F(xnJ and an output (Fig.
7.6). The inputs have variable weightings, c. One of the inputs is defined as a
reinforcing input F(z) with a fixed negative weighting, -k. There is also pro-
vision for negative feedback of information concerning the operational state
of the element, F(Y). The negative feedback is required for stability of the
adaptive process. F(Y) is some function of the output of the element prior to
the state of binary, spike discharge. There is finally a threshold device, 8, at
or just before the output, which can be used to discriminate between different
sets of inputs.

Several additional variables (or constraints) are required for the informon
to discriminate successfully one particular input F(xi) from another, F(xii).
These are:

1. The algorithm by which ai is altered (A a).
2. The need for a reinforcing input, F(z), to distinguish or identify which in-

put signal is the particular signal to be discriminated.
3. The need to achieve some system normalization through negative (not

positive) feedback of information regarding the current system state,
FL

Note a.so that .by picking the adaptive algorithm correctly (e.g., lqg of the
mutual information between inputs), one can groatly facilitate both normali-
zation and input discrimination.

Algorithm for Aa
The trick here is to choose an algorithm that will produce S-shaped adaptive
operations such as are found with conditioning or other simple forms of
learning. It-will also be useful to have a decay or extinction phase of adap-
tation. Adaptation is performed by changing the weighting, a, of an input.

Simple Informan

Fix) B Eement

Int an >Output
Input F(X) n F(Y)

(Reinforcer)

Fig. 7.6. The basic informon element. See text for further dermis. (After
Uttley 110381.)
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Figure 7.7 shows such an operation graphically and enables us to see how a
particular chcice of algorithm may or may not produce a stable change in
weighting.

Uttley points out that analysis in the phase plane between change in
a(Le., Aa) and a itself reveals the limitations of certain algoriths, notably
those proposed by Hebb (397] and by Brindley (971 and Matt (6461. This is
shown in Fig. 7.8.

Hebb's postulate that an input causes an increased output simply indi-
cates that if a is positive so must be A. This postulate places the algo-
rithm for acquisition within the right upper quadrant (++) of Fig. 7.8. but
, fails to specify a relationship or slope between variables ta and M. Brindley

(971 and Mast [6461, in effect, consider a pathway with two states, one
initial and one final, in which Aa and a increase together. W-th limiting
values this reduces to an all-or-none, two state process. Without ILniting
values this represents an unstable system with positive feedback which wi:1
lead to regenerative explosion (line **a- in Fig. 7.8).* Uttley picks an
algorithm which allows the values of Aca and a to fluctuate in the manner
shown by lines "b" and "c" of Fig. 7.8 (10361.

System Nonalization by Feedv& of System State
Alttley points out that regenerative explosion may be avoided by introducing
a normalization process, such as that of Malsbure (1047]. Howe'.er, ":I-is.
burg's type of normalization shows an overly restrictive range of successful

Adaptation in an Informon

Ca Stable a Unstable

Acquisitio n ..-... _
quxtnction Acquisition

4%

Time Time

Fg. 7. 7. Adaptation in an informon involves changes in a. the weightingr of
input, over rime. In the example to the left an increase in a occ rs during ac-

* quisition of input facilitation and a decrease occurs during its extinction or
defaciliration. The parallel between this and conditioned behavior is deliberate.
In the example to the right acquisition is an unstable process wirh a declining
unintentionally past a certain transition point. This may occur because of fi!l-
ure to regulate the system state appropriatelv during the adaptive process. See
text for furth er details about regulating the system state (After Uttley [10361.J

-This problem is avoided in some nonlinear systems that change state as levels reach cer-•. •.tain limits.

0 15"i
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Phase Plane Between Au and a

.1 +

/

Smax

Fig. 7.8. Phase plane of a versus change in a (Le., &a). State changes along
"a" such as those proposed by Marr [646/ and Brindley [97) are unstable,
while those along "b " or "c" are not. b mirrors the stare change during acqui-
sition in Fig. 7.7; "%' mirrors the state change during extinction. (After Uttley
[10361.)

operation when applied to a system with positive feedback. To avoid this,
Uttley turns to negative feedback as shown in Eq. 7.3b. Thus, the adaptation
of his element, and probably some neuronal elements as well, depends critical-
ly on negative feedback of information concerning the S)stem st.te. F(Y).
Normalization results in part from the negative feedback of Lnformation con.
cerning the system state (Fig. 7.9) and in part from the choice of adaptive
algorithms described below (Eqs. 7-3a, 7.3b, and 7.5).

Ae it -kl7xi)F(Y). (7.3 a)

where F(YJ - X F'xi)a, and k is a positive constant.
However, this is still not enough to permit successful input discrimination,

which depends additionally upon introduction of a reinforcing input.

Reinforcing Input
Reinforcement, or identification of the particular input F(xi) to be discrnii-
nated or enhanced by increasing ai, is done by introducing a separate, label-
ing input F(z) with a: fixed and negative (Eq. 7.3b).

tbOl -k(xi) (ZF(x,) ai * FRz) a](7.3b)

Given an input F(xi), ai will increase if F(:) is present and will decrease
if F(z) is absent. With repeated reinforcement, ai assumes the function of the
acquisition curve shown in Fig. 7.7 (left) with Aai = amax - ai (line "b" of
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Significance of Locus of Negative Feedback of Information Concerning System State
Relative to Level at which the System State Becomes a Binary, All-or-None Output

System A
ne v fRegion ol binary

Adaptive
element "OK"

System a
negative feedback Region of binary

trans formation

Ada7tve I ix
element "Not OK"

Fig. 7.9. By changing the locus of negative feedback so that instead of samp:
ling the internal state of the adaptive element, as in (A). one samples only the
binary output of the adaptive element, as in (B), one loses information re-
quired for normalization and an unsatisfactory adaptive process may ensue.
The location of the binary encoder is shown by [l. (Cf.U:rley (10331.)

Fig. 7.8). Without reinforcement, ai assumes the function of the extinction
curve in Fig. 7.7 (left), with Aa a ai (line "c'" of Fig. 7.8). Without a rein-
forcer, F(z), a curve such as that shown in Fig. 7.7 (right) would be obtained.

The transfer properties of Uttley's adaptive element are designed then to
simulate the S-shaped acquisition curve of conditioning plus its decrement
during extinction. Considerable attention is also paid to controlling and limit-
ing elemental adaptation by dosed loop, negative feedback of the element's
internal state. This variable provides a significant constraint on the operation
of the adaptive element and may consdtute a general requirement of success-
fl self-organizng adaptive operations.

Mutual Information Constraint
Uttley imposes one further constraint on the operation of an informon, name-
ly, that a be a modification of Shannon's mutual information function*:

P(xl and Y)

P(X1)p(

Outep. 351

XA' - --
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This constraint can be applied to the operation specified in Eq. 7.3b. As a
result:

a -K [nF(xi) + UFKY) - In(xj)F(Y)I (7.4)

or to simplfy.

Sai -(xy) (7.5)

Thus, an increase in Fxi) will result in an increase in ai; an increase in
F(Y) will also increase a1 , but an increase in F(xi) F(Y) will decrease apt

In summary, parallel processing sysems with adaptive elements appear to
handle discrimination tasks quite easily. ierarchicaly organized networks,
such as pandemonium, with non-uniform elements and specialized adaptive
properties can handle some forms of learning with particular ease, but may
cling tenaciously to errors in discimiation arising from their particular de-
sign. (This erroneous "behavior" is not unlike that of perseveration and neg-
lect described in Chapter 6.) Other automata, such as the informon, may rely
on optimized properties of more uniform adaptive elements. As Uttley has
shown [1036-1038], the adaptive weightings must change in ways that are
nonexplosive. Introduction of negative feedback of information concerning
the state of the controlled system can contribute to a normalization process
which, in turn, can reduce the possibiLity of exp;osive changC. Other features
such as relaxation of increased weighting and discriminative control of the
weighting changes of certain inputs require additional features. These may
include particulanzed dependencies between inputs such as the mutual infor-
mation feature of Uttley's model or labeled reiniorcing inputs such as F(Z) of
Uttley's model.*

By slightly redefining Uttley's circuits (Fig. 7.10), it is possible to form
dosed loop, positive feedback pathways that mi.ht support motor labeling in
classical, associative conditioning (see Chapter 3). Positive feedback would
augment a particular message of motot significance transmitted within a spe-
ciic, closed loop circuit. The augmented message would facilitate the forma-
tion of adaptations along the pathway. Another mechanism (e.g. inactivation)
would be required to avoid explosive change.

Further support for a possible role of positive feedback in neural control
systems is furnished by Freeman's model of olfactory bulb circuitry [299].
In that model, the effect of the stimulus is to increase feedback pin in an en-
semble of neurons that are receptive to the stimulus. "If a local ensemble con-
taining sensitized subsets that are mutually excitatory is excited, the basis
exists for a regenerative increase in activity in response to an adequate stimu-

lus" [299]. The model has five main features:

as simplIfIcatIon: properly. the equation incorporates the ensemble average of the fme
Suencies or signal occurrence. Se Uttley (10361.
T Further matenal concerrun these equations can be round on pp. 381.382.
*For further particulanza tons of interest. see VItVly, A. M. Inforration 7rcnsmissiorr in
the Nervouz Syttm. London: Acadermic Press, 1979.



PAGE 70

Analysis 3S1

Feedback of Motor Labeled Informaion

Motor labeler

us
F g. 7.10. Schema for motor (W) labeled reinforcements derived from Utdey's
Informon model The US activates neurons which act directly (or indirectly)
as the Ffz) input. Selective labeling of the "upstreamn " neurons which project,
selectively. to the activated units it potentited because of positive feedback
within the circuitry. For this schema to operate succesifully, some feature
such as local recurrent inhibition would be required to monitor the system
state and prevent explosive buildup from the positive feedback. ISafeedback
of information concerning internal system stare.

1. A nonlinear signal range that is near linear about the origin.
2. Bilateral saturation with gain approaching zero at both extremes of wav

amplitude (this feature provides stability).
3. A 2:1 asymmetry of the asymptotes of the circuit transfer function

(arising from the features of the olfactory bulb and cortical electrophysi-
ology on which the system is modeled).

4. A gain that increases with positive (excitatory) input.
S. A gain that is modifiable in a pattern that depends on background or steady

state activity, which in turn is presumed to be under centrifugal control.

The positive feedback should satisfy three constraints for stability: (I) the
regenerative effect should not be unduly perturbed by noise, (2) it should be
self-limiting in maximal amplitude, and (3) it should be rapidly self-terminating
to permit additional inputs to pass (2991.

Aialysis

Analysis of the organization of systems as complex as the brain need not be
considered impossible when systems involving complex communication (tele-
vision), learning (computer automata), elaborate control mechanisms (guided
missiles), and even uncertainty (the atom) have proved amenable to analysis.
It is possible, in principle, to analyze a complex system if it is finite, obeys
the laws of physics, and meets the constraints of the analytic method.* This

*One should never underestimate the importance or this latter consideration (see pp.
322-401 and Epilogue).

ga ... ........
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is so irrespective of whether the system is biological or mechanical. Means ex-
ist, such as linear systems analysis (p. 366), for partitioning many complex
systems into relevant suboperations that are easier to analyze, and some
neuMral systems are amenable to this fom of partitioning (429,1103,1123].
Other means such as flow graph techniques (p. 368) can be used to analyze
neural network operations on a cell to cell basis despite complex interrela-
tionships including feedback between receptor and effector functions. Finally,
means can be found, as by computer simulations, to reassemble and test the
analyzed component functions with reference to the overall organization of
the network.

Apart from complexity, another objection that is frequently raised to
analyzing brain function is that general physical theories comparable to those
found in chemistry or other basic disciplines are lacking. While it is true that
theories of information handling are not so advanced as those in other fields,
the existing theories have been found applicable to predictive treatment of
information handling by real systems. The usefulness of Shannon's infor-
mation coding theories in the communications industry is well established
and has been complemented by the emergence of additional theories in the
areas of systems control. The chlenge for neuroscientists is to develop
extensions of the above theoriet that are applicable to treatment of specific
neural information processing systems. The basic purpose of the material that
follows is less ambitious, being simply to outline some of the pctentialiy rele.
Vant analytic methodclolies.

Signa Analysis

The fundamental idea of WViener and Lee's approach to analysis of coi,-mur.i-
cations systems is that messages, signals, and noise should be considered sta-
tistically and described in terms of probability theory [582]. Messages are
information carrying functions, i.e. member functions in an ensemble, or
numerically large aggregate: of signals (relevant information) and noise (irrele-
vant information) and their'combination. Communication theory has led to
analysis of linear message-transmission systems using convolution as the basic
analytic device. Given a linear system (p. 396) and consideration of signals and
noise as random processes [5821, signal analysis can be performed by time
series analysis utilizing (1) Fourier series, (2) power spectral density, (3) cor-

* relation, and (4) convolution (Table 72).
Mast signals to be analyzed within the CNS are changes in voltage or cur-

rent as a function of time. To determine ie structure of a signal, it is analyzed
In terms of its frequency components (c.. Figs. 5.30, 7.11, 7.12, and 7.14).
The signal may be described in terms of its major frequency components
(Figs. 7.11, 7.12) or, more precisely, in terms of the power consumed across a
I ohm resistor by passage of the different frequency components of the signal
(including harmonics). The latter is called the power spectral density (Fit. 7.14).
Some information, that concerning the phase of one frequency component
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Control of Adaptive Systems

Linear systems analysis ad.-nits a general theory of adaptive control provided
that the system is linear and the usual constraints are satisfied. One constraint
is that the result of adaptation depend on the entire past history of adapta-
tion within the system. Another is (usually) that the transfer function of the
syste be time invariant.

When using this theory, adaptation is introduced as a controller function,
g(aI, as in Fig. 7.24. It operates by adding an additional input ro the system
much like F(Y). the negative feedback of the systemn state, in Uttley's irtfor-
man. It does not directly modify the original system transfer function. H(0.
To do the latter would lead to a trme-variant or self-orlarizing adaptive
system which could easily be nonlinear and, therefore, not amenable to
analysis by this theory.

For a linear system with the feedback circuit shown in Fig. 7.24(A). the
output, Y(r) is a function of the input, Xi'). the system transfer function, Hi't)
and the controller function, g(r). If the LaPlace transform, F(s), of each func-
tion is taken,

e.g, Output Ft'y) Y(r) =f Y(rWeCtdr, (7.49)
0

(note relationship to Fourier transform, Eq. 7.6), then, for a linear system

'bere f,*f F, (s) F, (s). (7.50)

Le., in the absence of a control loop,

F(y) a F~x)F (h). (7.51)

The output of the linear system with negative feedback (Fi1. 7.24A) may
therefore be expressed as

1 + F(h) F(gj (.2

For the feedforward circuit shown in Fig. 7.24(B),

F(yu - I+F(g) F(x) F(h) (7.53)

assuming pouina'e feed forward.
One may wish to consider the linear control circuits of Fit. 7.24. the

designs of automata shown in Fia. 7.5, and the algorithms of adaptation listed
on p. 395 in relation to the descriptions of control systems that follow.
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Control Systems
Several types of control systems are recognized, each with its own critical
feature(s). For example, there are:

Control systems:
1. With or without memory.
2. With or without set point variance.
3. With or without self-organizing adaptation.
4. With open or closed loop control
S. With feedforward or feedback controL

The list is by no means complete or (in considering how to classify different
types of switches, flywheel governors, thermostats, and innate or learned be-
haviors) are all of the differences unique or mutually exclusive.

Adaptations involved in control may reach some maximum or minimum
value, or may proceed at some steady state level with or without range
bounding as was described earlier (Figs. 7.7, 7.8).

Open Loop Adaptive Control Systems
An open loop control system receives no feedback information retarding the
state of the adaptive system. There may be indirect feedback of information
(e.g., from the environment and changes therein caused by the system's
operation) to support the predetermined system operation, but not to cause
the controller to adapt. Control is exercised entirely by predetermined
adaptations based on the detection of predefined. contingencies. Thus, in a
thermostat adaptation occurs on. the basis pf temperature detection plus a
prespecified contingency (if the temperature is low, turn on the heat; if high,
turn it off). There is no feedback to alter the rules of adaptation based on
past performance. There is instead an input of ambient temperature and a
fixed course of adaptation contingent on its level. Neuronally, open loop
adaptation may be contingent on two different synaptic inputs occurring
together, as with heterosynaptic facilitation and inhibition.

Open loop control systems will typically have great stability since their
adaptive features are entirely predetermined. However, it may be difficult to
achieve a control operation of high sensitivity with an open loop system. This
is because the accuracy of control depends on the system's initial calibration
and on the precision of the involved components. The operation of open loop
control systems will be vulnerable to component breakdown or interference
from outside noise that was unanticipated in their original control design.
Driftage away from the initial component set point is uncorrectable with an
open loop control system. There is also no possibility for self-organizing adap-
tation, since there is no regard for the present or past system state.

Oosed Loop, Feedback Control Systems
A dosed loop control system normally uses feedback concerning the value of
a controlled variable or the state of the adaptive control system, as a means to
control further adaptation. In a dosed loop, self-oranizing control system,
the response of the modified element should have a direct effect on the

V .-
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control action (Fig. 7 24A). This circuit may be compared with that of a feed.
forward control system (Fig. 7.24B) in which information from the input
modifies the controller without regard to the system state.

Either feedback or feedforward circuitry can be used to reduce the error
or improve the response time of linear control operations, such 'as described
eaulier, and the circuitries may be either positive or negative. Because of the
dosed loop operation, feedback may have self-potentiating effects when it
operates either as a supplemental control input to the system or as a self-
oqranizing modifier of the system's original transfer function. Positive (re-
generative) feedback is distinguished from negative (degenerative) feedback in
that the former augments the gain of the loop system and can lead to explo-
sive buildup. Positive feedback returns an output to the input so as to add
another, positive input. This will permit rapid change or increased sensitivity
of the system by which transforms between input and output are performed;
however, it also tends to unstabilize the system and increase distortion of the
signal input. NVegative feedback returns the output to the input in such a way
as to add another; negative input. Negative feedback then decreases the gain
of the loopsystem and can lead to damping or a cut off of signal transmission.
This tends to stabilize the transfer between input and output and reduce distor-
tion, although the sensitivity and rapidity of the transfer operation may be
reduced.

Negative feedback control systems have a system response that is relatively
insensitive to brief external disturbances and to internal variations in para-
meters of the operations controlled. This is because the output, e.g., F(yj in
Eq. 7.52, approaches F(x) + F(g) if F(h) Fg) ) - 1. Thus, srmil dcviations in
component operations or even the ori a control par---ters y-.. no: overly
disturb the control system, provided that their manifestations are accessible
to the control loop. This permits relatively noisy components to be used for
the system operation. Note, however, that when a closed loop system is

(A) Feedback (3) Feed forward

X(O 0 YW

FfS. 7.24. Linear systems with feedback control (A) and feedforward control
(R). The systems have input X(r). transfer fiunction H(t) and output Y(rJ.
gtt) end g'(t) are the controller functions. Differences between applying the
output of the controller .function as an "extra (additive) o'$tem input versus
applying it to direct adaptation of -he system transfer funcn:on are discussed
in the text.
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carrying a range of frequencies.over the feedback path, the frequency charac-
teristics of the network may become an important source of error. At one fre-
quency the phase of the signal fed back may be such as to produce negative
feedback, but at another frequency the phase relationships may be such as to
cause positive feedback, and oscillations may occur. Stability of control can
therefore be a problem with dosed loop control operations, since ith closed
loop adaptive control, there may be oscillating errors of overcorrection leading
to explosive instability or drift in an undesired direction. The latter feature,
taken in a converse manner, lends itself to self-organizing adaptive control,
provided that some means be found to avoid maladaptation.

Some typical characteristics of closed loop systems which may be of inter-
est with regard to their possible use in the design of self-organizing systems
are as follows:

1. Some stable closed loop systems tend to have a transient response per-
formance which can be predicted from the steady-state, closed loop plot
of magnitude versus frequency (e.g., Nyquist plot).

2. A system designed for optimal steady-state operation may have unstable
transient characteristics.

3. Self-organizing adaptive systems, ie., control systems that incorporate
time-variance based on system operation into the adaptive scheme, must
have some means of evaluating how well the control operations are being
performed. This index of performance must be reliable and unambiguous
with respect to the optimal range of operation.

4. It should be possible to obtain a perfornance index without disturbing
the' operation of the system and in a form which is amenable to insertion
into that part of the system in which control of adaptation is accomplished.

S. If hill-climbing techniques are used to control steady-state adaptation
[e.g., 883], false peaks must be defined and avoided.

Other Mathematical Techniques

The two theories that follow are introduced because of their promise for
advancing our ability to analyze complex adaptive networks. Their mention
is abbreviated because of their novelty and because so little is known at
present about their proper application.

Ergodic Theory
.Ergodic theory "is concerned with the average behavior of large collections of
molecules that move randomly for indefinite periods of time ... Ergodic the-
orists commonly deal with measure and probability spaces and have developed
powerful theorems involving ramification of these ideas (537] ." The reader is
referred to Kolata (5371 for further discussion of ergodic theory.

Field Theory
"Field theory, as elaborated by Weiss, Wolpen, and others," indicates that a
field "can be defined operationally as a domain within which changes in the

- ri.A._-1 -
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premmptive fates of cells can occur" (3001. Cells may be assigned positional
values according to their physical locations in the coordinate system of a par-
ticular field. In terms of positional information theory, the field can be de-
fined as a set of cells which have their positions specified with respect to the
same coordinate system. Further information is available elsewhere [3001.

Specific Theories of Line Labeled Information Handling

A Geometry of Perception-,Processing of Sensory Labeled Information

Minsky and Papert 16721 have uncovered the beginnings of a powerful
mathematical theory concerning a geometry of perception pertaining to the
processing of sensory labeled information. The theory also deals with adap-
tive features of the processing. The topologic transformation of problems of
image recognition and perception into problems of line labeled geometry is
insightful and potentially more useful than these authors may have imagined
originally.

As shown in Fig. 7.25, image processing involves sets of receptive elements
that receive and process aggregates of sensory labeled information. Each
unique, sensory labeled set independently processes its sensory aggrente ac-

.cording to some function, i- The results of processing by each-se are com-
bined by means of a function nl to obtain 'the value, 4'. The problems to be
resolved are:

-I. How can arrays of this sort be organized to permit a particular 4'(X) to be
a useful designator of a particular input, X. at the receptor elements?

2. Can a geometry be devised that will describe this process precisely and de-
fine some reasonably optimal approach to this problem?

Minsky and Papert begin their solution oi these problems by pointing out
that some meaningful restrictions must be placed on the function n and the
set 0 of functions V,, , . . ., if the geometry is to be useful. And they
point out that previous treatments of this type have been more anecdotal
than mathematical.

It is also desirable to introduce variable weighting or some other potential
means of adaptation, into the analysis. As shown in Fig. 726, weightings a,
a ,.. ,an may be assigned each function ;, ,.- .. , III

In addition, 02 may be replaced by a summation or integration funczion,
Z, and a threshold detector, 8, may be added to designate a particular value
or region of i. When a is variable, this constitutes a simple perceptron. named
after the automata of this general type that were designed by Rosenblatt
8384411. It is noted by Minsky and Papert that in such automata a tends

to grow faster than n in adaptive processing operations requiring memory
storage.

The more complex perceptron adrmits multiple, redundant inputs as shown
in Fig. 727. This type of processing of sensory labeled information corre-
sponds closely to that carried out by the nervous system and is amenable to
analysis by means of the Group Invariance Theorem.
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A Simple Image-Processing Automaton

*1P

F(g. 7.25. An example of simple, multiple channel. image procesig See
text for fitnher details (From Mfinsky and Papert 1'6721.)

Girwup Invarince There
The Group Invariance Theorem of Minsky and Papert permits analysis of

V perceptron operations (ie., the geometry of sensory image processing) by
V algebra instead of statitics. This theorem examines the relationship between

all possible receptor activations (all sets of sensory labels, ?i * r2 , .. ., PA,) and
the#; representation across a theoretical space of V()for veO

A Percteren

0~1

a can be varied

Fi.7.26. Elementary perceptron (a can be varied). (From Minsky and Pap-
err 16 72/.)



PAGE 78

Specific Theories of Line Labeled Inform~tion Handling 389

Equivalence Between Parallel Processing and Group Invariance Theorem

r, 
'0

.91

Fig. 7.27. A perceptron reduced to Group lInariance Theoremn coefficients.
*1 Ffrom MAinsky and Papert (6721.)

In effect, the Group Invariance Theorem permits an algebraic analysis of
all geometries of rearrangemetits (or repreentations) of rte orifii.1 set of pos-
sible receptor labeled activations. It allows determinaio~n of which aggreates
of a;,%,(X) (or values of is,) reflect a unique transformation of the group of
possible transformations ofthe space of the receptor labelings, rt , rz, ,. ..
upon the predicates, v, ,Ps. ', Fn

Given any predicate 0 and group element &* Minsky and Papert define
*Z to be the predicate that, for each X, has the value 4(mlX). Thus, one wl
always have pg(X) *;p(gX). '0 will be said to be closed under G if for every
%# in 0 and f in G the predicate, g is also in (P. If a percepcrcn predicate is
invariant under a group. G, then its coefficients need depend only on the
C-equivalence classes of their op's [6721.

The Group Invariance Theorem states that if.
(I) G is a finite group of transformations of a finite space, R;

*Given a group G. two risures.V 27nfd N. ame G-equivalent if there is a nernbet of G
fair which Atw N.
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(ii) 4' is a set of predicates on that space closed under C;
(iii) *, is in L (f) and invariant under G. Then, there exists a linear repre-
senitation of

* - for which the coefficients g, depend only on the G-equivalence class of
%p, that is if Vp p then~ 0,

L 0' is the set of all-predicates for which v/# is a linear threshold function
with respect to 0, and a predicate is a function that has two possible values,
L.. a binary function. i is a linear threshold function with respect to 0,
(jp is in L (0), if there exists a number 6, and a set of numbers, 01Pone for
each 0 in 4'. such that;

Restrictions on Perceptron OPerions and Limitations in Geometric Patterns
That Can Be Recognized
Perccptrons are not without restrictions in the types of operations that cant be
performned and the geometric patterns that c= be recognized.

Restritons of Geometry. The perceptron operations discussed by Minsky
and Papert have a receptor geometry restricted as follows:

I1. The number of points (or receptive elements) is limited. Hence, the
predicates of the points are of limited order.

2. The distances between points are restricted. Hence, their predicates are
diazneter-lizited.

Order has to do with the number of characten.4stic variables needed to
represent a set of particular functions. For example, the order of ,k is the
smallest number, K, for which a set 0 of precicates can be found satisfying:

LS(#) 4 K for all o in -0, 4,eL (0)

~r.where S(jp) is that subset of receptors, Fip r:, ... , r. upon which 4iGP
(the set of functions required for recognizing X) reauly depends, and
L(0) is the linear threshold function of 4>. the set of all precicates that can
be defined by Eq. 7.54.

Linear threshold function perceptron operations are of order 1. So ate all
the Boolean functions of two variables except for:

L Exclusive-or (XY" .X'Y> 0) and
ii. Its complement identity, XN Y (XY + X' Y' > 0)

which are of order 2.

-e
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Type of Processing Operations. Perceptrons are particularly good at doing
processing operations of the types called "local" or "conjunctively local" by
Minsky and Papert (6721. By local is meant that all tests (analytic or logcal)
can be done independently and the fmal decision can be made by a logically

*simple procedure such as unanimity of all tests.

A predicate, , is conjunctively local of order K if it can be computed
by a set 0 of predicates t such that:
L Each depends on no more than KC points of the space R;

, ii. I(X)= ji ifp(X)i- I for everyipin 0
S0 otherwise.

Such processing will enable a perceptron to distinguish convex from non-
convex figures at the receptors by the test that if there exist three receptor
points, p, q, and r, such that q is in the Line segment joining p and r, and

p isin X
q is not in X,
r is in X. t

then the set X is not convex (Fig. 7.28). Thus. 1convex(X) is conjunctively
local of order 3 by application of this hree-poin' rle (672,.

Interestingly, the determination of connectedness between points can be
shown not to be conjunctively local of any order in a Qiametc.-iLnift-d p r.
ceptron processing operation. Hence, perceptrons of this type cannot corn-
pute connectedness of geometric figures whereas they can compute convexity.
However, as inspection of Fig. 6.6C will indicate, we, too, have our difficulties
in determining connectedness.

Types of Perceptrons
Given that "a Perceptron is a device capable of computing all predicates
which are linear in some given set * of partial predicates" [6721, five dif-
ferent, types of perceptrons can be distinguished. They are:

1. Diameter-limited Perceptrons-the set of points upon which each
depends (for each p in some given set 4) is restricted not to exceed a certain
fixed diameter in the plane.

2. Order-resrricred Perceptrons-a perceptron has order 4 n if no mem.
ber of 0 depends on more than m points.

3. Camba Perceptrons-each member of 4b may depend on all the points
but must be a linear threshold function, with each member of 4. itself
being computed by a perceptron of order 1. Thus,

Pii

(each 0i is a threshold perceptron of order I) and

.,. - p
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Determination of Convetily by Three-Point Rule

Not Convex Convex

7_11

(L&r-ingCCa 13&C) pi: ng Cira 400 .C)

Fig. 7.28. Determination of convexity by three-point rule [672/. Draw a
straight line connecting retace points such as P and R. If a third point, taken.
anywhere along this line, is inside the space of the object, the surface is
convex.

i i

The Gamba perceptron is thus a two-layered perceptron. Note, however,
that no improvement is afforded by any multi-layered system, without
loops, in which there is an order restriction at each layer wherein only
predicates of finite order are computed.

4. Random Percepnrons-the ip's are random Boolean functions They
are order-restzcted and (b is generated by a stochastic process according

to an assigned distribution function (cf. Rosenblatt [ 838-84 11).
S. Bounded Perceptronr-$ contains an infinite number of p's, but all

the o.p lie in a finite set of numbers 16721.

Site, Speed and Layer-Hierarchy Conriderations in Perceptron Operaions

Given application of the group invariance theorem to analysis of perceptrons

of the above types, several observations may be drawn concerning effects of
size, speed, and layer or hierarchy of operation.

First, using more "memory" does not seem to advance the kinds or effici-
encies of linear threshold operations that are performed. This is interesting

because many believe that adding memory will greatly improve the types of

e~~ e ,
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operations that can be performed. Minsky and Papert would suggest that
design is more important than size.*

Second, it should be possible to specify connecion-matrices between ele-
ments that will optimize the efficiency of processing vis-i-vis the number of
elements involved. Examples of differ=. connection matrices are shown in
Fig. 7.29.

Mulnlayer Perceptrons with Loops
According to Minsky and Papert, the goup invariance theorem cannot be
applied to multilayered perceptrons with loops.T The addition of loops thus
reopens analytic questions. It remains to be seen how the addition of loops
limits general theories of sensory information processing by perceptron-like
automata.* Some analytic questions can be answered a priori. For example,
the use of loops in processing will not improve the speed of computation
afforded by loop-free se.al processing. Other questions cannot. Thus, it is
unclear whether or not loops afford the possibility of more complex analytic
operations. Given finite order processing, a prerequisite for mathematical
analysis, it is questionable whether loops afford any order-improvement
beyond that possible with a hierarchical rmultilayered construction.

What loops do offer is the possibility of using the simple feedback princi-
ple for "training" or error correction. Minsky ana rvopert believe that the per-
ceptron convergence theorem provides analytic proof that where such "learn-
ing, adaptation or self organization does occur, its occurrence can be thorough-
ly elucidated (mathematically)" [6721.

A Geometry of Sorting-Treatment of Motor Labeled Effectuation, Synthesis,
and Decision Making

Comparison of Fig. 730 with Fig. 3.4 will disclose how motor-labeled ef-
fectuation or decision making is implicit im the design of perceptrons.

What has not been treated explicitly in the course of analysis of percep-
tron operations is the geometry of sorting, i.e., an algebraic analysis of motor
labeled effectuation comparable to that for sensory reception presented earlier.
Three positions are possible. One is that this geometry is completely implicit
in the classification algorithms describcd by Minsky and Papert (perhaps as a
substructure of predicates). The second is that significant extensions of their
algorithms and theory need to be made-perhaps by an expanded treatment of
conditional probabilities and Markov processes.r The third position, that such

*It is not yet lear if aifizcial intelligence puforried by a Late, specifically desiped
empute (capable of -lopcal'" operation) can adequately simulate intelligence based on

unincarpomfed design features. Logc may be used to approximate the needed features.
but the results may be unsatisfactory and the errors difficult to detect, as in some of the
henomena Wlunrrated in Chapter 6.
Although it will:be recalled that closed floWllphs. consisting of loop circuits, an be

(A bo. some loops can be eliminated by use of flowgraphs.
hAnother class of algorthm that can cornpuze connectedness may be required-Turing

machines can compute connectedness; perc-pl.ons cannot.
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Connection-Matrices,

(A) (B)

%A,

Fit. 7.2 9. Different connection matrices. Are those in (A) equivalent to
those darkened in (B)? (There is feedback in A.) Are same elements and con-
nections in B superfluous? (Eyen if differentr transfer fuznctions of several ele-
ments could be combined, the connections would allow unique dependencies
between inputs. elements, and out puts). (Sketches after Minsk-y and Papert
(6721.)

A Learning Machine

F.g.7.0.A utiayr eretr aal fmkn eiin d.(r~

risk an7 apr 62. h aattoscnro1ngAw 1 n j ih

benefit from feedbac of informe aeaticoncrnngthelig syste sate. kmih

beei fron fedako nomto onenn h ytm:ae
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a geometry and analysis is unrealizable, may be dismissed if one accepts

Minsky and Papert's view that workable systems are subject to analysis and
this author's assertion that such systems are visible within the reflex pathways
of the nervous system.

Classification Algorithms
The following classification algorithms for separating different sensory labeled
aggregates at d in Fig. 7.30 havc been suggested by Minsky and Papert [6721.

1. Perceptron convergence theorem. Let F be a set of unit-length
vectors. Let A * 0 be the vector notation of Z a t:(X). If there exists a
unit vector A 0 and a number . > 0 such that A 0"4 > 6 for all in F,
then a simple program (see Minsky and Papert (6721, p. 167) can be de-
vised that will converge in a finite number of iterations on a separation of
all 0 e F. A variation of this program (see (672]) will separate more than
two classes of input figures: F1, F, ., Fn.

A limitation of this classification algorithm is that only linear sepa-
rations are performed optimally by this method.

2. Bayes'linear sratirtical procedure. Again, let F be a set of unit-
length vectors, with one vector, Ai" such that Ai -'Z, > 3 for all 0 in F. If
A- (8i li, W2i ... .),

where wi Log(' )

and P is the probability that si=1, given that (b is in F then %b E F will be
separated with the lowest possible error rate, given that the p's are statisti-
cally independent. (This is, remarkably, a linear formula that can perform
non-intear separation.)

3. Best plane: procedure-This is essentially an error-minimizing track-
ing procedure whereby the set of A's is used for which choice of the
largest A, * 0 gives the fewest errors. The presence of false peaks in hill-
climbing searches by this method may limit its applicability.

4. Cluteranalysis-Techniques are used to minimize the least square
distance between 4ifferent points in the receptor array (R) reflected by
the different Ai . 40. In effect, separation is performed on the basis of
spatial clustering of each sensory aggregate. A more complete description
of this approach ard a cluster-analysis convergence theorem, with proof,
can be found in Min,;ky and Papert's book [6721.

S. Exact marching or best matching-This approach requires a large
memory and is cumbersome. Each 4b that has ever been encountered,
together with the identity of its associated F-class, is stored. New inputs
re "recognized" on the basis of match against the store contents. With

exact matching, a tedious .;earch results in a solution with no errors. With

Odenotes ualt vector

4&MA
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-best" matching, a completely different type of procedure (e.g., algorithms
such as those incorporating matched filtering-see Woody [ 1103] ) is
used to optimize signal detection, minimize errors, and reduce search time
(see (672,704,11231 ).

Probability asa Descriptor of Motor Effectuation: 7he Condiftional Probabiliry
of Sorting An Algebra of Ewentz
Just as entropy is relatable to the uncertainty of configurations of gas mole-
cules in a dimensional space, and provides some measure thereof, so does
probability provide a measure or index of the likelihood of events. As we
have seen from the work of Boltzmann and of Shannon. the events may be
physical-chemical or they may be informational-probabilistic.

Just as chemical events may be described as occupying a space [328], so
may other probabilistic events be described in terms of the space they occupy.
The space of probabilistic events is described by set theory and Venn dia-

rams thereof. The sample space (Fig. 7.31) represents the number of possible
different arrangements of sample points or outcomes, and each event or spe-
cific outcome in the sample space can be assigned a probability of occurrence.

Set theory is described by a set of axioms that fully define the algebra of
events (cf. 2401. With respect to Fig. 7.31, they are:

1. A + B - 8 + A (commutative law); also for multiplication, AB H A
2. A + (. C) = (A+B) + C(associative law); also for multiplication,A(BY) -

(AB)Y
3. A ,B + C) a AB + AC (distnbutiye law)
4. (A')' A (' -"not" or the complement of whatever it follows)

, .'VS. (A.B) =.4# + B1

6. AA' = (0 a complement of U)
7. AU - A (U = union of two events-the collection of all points in either or

both event spaces)

This set of axioms is also the set of consrtraints by which linear systems are
bound aid deflned

Simple Probability. Could probability be used to describe motor effectu-
ation, i.e., the motor events (or decisional space) possible as outcomes of a
particular network? If so, could some general formulation be derived, com-
parable to the group invariance theorem to permit a general algebraic treat-
ment of the geometry of sorting or motor effectuation? The answer to the
first question is yes; the answer to the second, perhaps. The sample space, S,
of possible motor outcomes is made up of a number of points, E , ,...,
En. Each point, Ek, has an expected probability of occurrence P(Ek).*

The probability of occurrence of event A, P(A), is the sum of the proba.
bilities of all points within it. The sum of the probabilities of occurrence of
all points equals 1, which is equal to the probability of the entire sample
space. Thus, P(A) must be between 0 and 1.

"Event A may be mapped from sets of P(EkJ.

*1
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Sample Space

*''~"A 8

F.g. 731 Th. apl.pc.o.,B.Cn A.BC'

Co .....na ..obb..d Co. toa p..b..y.e.rwt teprbbii
ofa vntAocJnn vntatsneohe vn hsjs ccre.I
.h. evn. a... copee..nepne...e.ob.ltyo vetAocurn

wl be31 equampte seneal rbbl focrce ofevn A. B(.) CV f,'

thereveis some copeyidependency, the probability of event A occurringB s
occrilla be diffren fro the general probability of occurrence ot vn , (4.i

that B has occurred, P(A/B), is equal to the general probability of occurrence
of A,P?(A), times the probability of the effect B given that the phenomenon
A has occurred, P(B/A), divided by the prob ability of event B, P(B). Thus:

P(A/B) - P(A) P(B/A) C7 _S )
P (B)

Interestingly, this theorem may be generalized to encompass the relation-
ship of a set of events A I, A,., . ..-,An. This is because P(B) will equal
P[(A I+A 2 +. .. A,,)B] or ZP(Ai5).

* Thus,

P (B) =ZP(AiB) (7.57)

It can be shown that:

E Ai)=ZPA)PBA). (7.S8)
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